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Welcome from the Directorate

We welcome you to this 2003 edition of the Advanced Light Source (ALS) Activity Report. We hope that you enjoy reading it and that you will send us your comments. The ALS has had another successful year in providing a reliable, high-quality beam, and our users have continued to generate outstanding science, a sampling of which will be presented in the following pages. The number of users surpassed 1600 in 2003 and will likely exceed 2000 in a few years.

The present and near future of the ALS appear to be on a steady course, so the activities of the management have turned increasingly toward strategic planning. Three events in 2003 serve to illustrate our situation and current thinking.

First, we were asked to participate in the formulation of a 20-year roadmap for major Department of Energy (DOE) facilities. At a meeting in February of a specially formed subcommittee of the DOE’s Basic Energy Sciences Advisory Committee (BESAC), Neville Smith, Division Deputy for Science, presented a vision for an upgrade that would keep the ALS at the cutting edge for several decades. This plan was enthusiastically received, and progress on its first phase, conversion to “top-off” operation, is already underway. At the same meeting, ALS staff member Mike Martin made a pitch for a coherent infrared center (CIRCE), a small storage ring that would provide extremely intense terahertz radiation. This proposal was very well received by the subcommittee, which recommended that a national consensus for such a facility first be established. The subcommittee arrived at a similar conclusion for the visionary and farsighted proposal for a linac-based ultrafast x-ray source (LUX) presented by Berkeley Lab scientists Steve Leone and John Corlett.

The second event was the funding by the DOE of an meV-resolution beamline (MERLIN). With this event, all available straight sections at the ALS are now either built out, under construction, or funded. The only
avenue for further development of the straight sections is to go around the ring progressively retiring the older insertion devices and replacing them, based on well-defined strategic goals, with more advanced, application-specific, half-length insertion devices that allow two beamlines where previously there was only one. Some liken this never-ending process to continuously repainting the Golden Gate Bridge. We prefer the expression that ALS Director Daniel Chemla learned on the streets of Paris in 1968: “permanent revolution.”

The third event was the celebration in October of our tenth year of operation. In a special session at our Users’ Meeting, David Attwood (the first ALS Scientific Director) and Jay Marx (ALS Director during the construction period) offered a riveting, and often humorous, account of the early struggles in establishing the credentials of the ALS and the challenges of building such an exquisite machine. The proof of the pudding, as they say, is in the eating. With a decade of excellent accomplishment behind us, we look forward, through a well-thought-out upgrade strategy, to remaining at the cutting edge for several more decades.

**A note concerning ALS Director Daniel Chemla**

On December 15, 2003, ALS Director Daniel Chemla was admitted to the University of California (UC) San Francisco hospital for surgery to remove an arteriovenous malformation in his cerebellum. The best prognosis at the time was that he would be in intensive care for four to five days and then be home for the holidays. However, because of the need for a second operation and other complications, he was not released from intensive care until January 6, 2004. After a couple of months of rehabilitation, he returned home on March 19, 2004, where, as of this writing, he is slowly regaining his strength. While we all look forward to his return to the ALS, it will not be for some time. In the meantime, his responsibilities, including the preparation of this introduction, are being shared by his three deputies, Ben Feinberg, Jim Krupnick, and Neville Smith, who are moving forward in implementing the agenda that Daniel has very clearly laid out for 2004.
Note from the UEC Chair

During the past year it has been my pleasure to serve the ALS user community as Chair of the Users’ Executive Committee (UEC). The UEC represents the 1600+ users of the ALS in a variety of venues, including discussions with ALS management, the wider scientific and lay communities, and DOE leadership. Issues of ongoing importance to users, including facilities access, housing and support, and planning for the future of the ALS, as well as the immediate needs of particular user groups, were addressed in meetings with ALS management and staff and through continual informal discussions. Exciting progress occurred in several areas, thanks to the hard work of users and the staff and managers at both the ALS and DOE.

Several developments at the ALS over the past year are particularly exciting for users. The planned ALS upgrades, conceived and designed over many months, will provide for continuous injection of beam into the storage ring and enhanced beamline capabilities. These improvements should maintain the ALS as a cutting-edge research facility into the foreseeable future, enabling users to more efficiently conduct ongoing research as well as undertake new kinds of experiments. In addition, the planned new user support building will replace the current Building 10 adjacent to the ALS and provide much-needed experimental and office space along with seminar and meeting rooms. Plans are also in the works for new facilities to provide low-cost short- and medium-term housing for visiting ALS users. These projects are the outcome of hard work by Daniel, Neville, Ben, the ALS group leaders, and others at the ALS, together with user input and financial support from the DOE. Many thanks to these talented and dedicated people!

The ALS Users’ Meeting last October, organized by UEC members Gerry McDermott and Eli Rotenberg, celebrated the tenth anniversary of the ALS. As we look ahead to the next ten years, users will be called upon to work closely with the ALS management to develop and implement a shared vision for maintaining the ALS as a world-class scientific research facility. It will continue to be essential that we as a community communicate our needs and our achievements to the public and our representatives in Washington. Thanks for your support of the ALS, and as always, please contact me or any UEC member with your ideas for the ALS.
SCIENCE HIGHLIGHTS

Artist: Ariana Canova
Any desktop or laptop computer user knows how fast the storage capacity of hard disks is growing. Within just the last ten years, the areal density of magnetic disk drives has jumped by a factor of 1000 from 50 Mbits/in$^2$ to the current state of the art, 50 Gbits/in$^2$. The storage density now doubles every 12 months, significantly faster than that of semiconductor memory (D-RAM), which according to the famous Moore’s Law doubles every 18 months (Figure 1). During the same period, the data rate, which limits the speed of a
disk drive, increased from 50 MHz to 1 GHz. To maintain this pace, we require new tools to study magnetic materials on smaller length and shorter time scales. At the ALS, we have been developing x-ray microscopes that can image the nanoscale magnetic bits on hard disks, thereby allowing researchers to both understand the basic properties of magnetic media and examine the data-reading and -writing processes in space and in time.

X-ray photoemission electron microscopy (X-PEEM) unites the attributes of two techniques that are formidable in their own right: high-resolution electron microscopy and sensitive x-ray spectroscopy. X-PEEM is a spectromicroscopy tool that is applicable not only to

FIGURE 1

The roadmap of the areal density of disk drives shows that the storage density has been doubling every 12 months, owing to progress in the disk, head, and media (adapted from Hitachi Global Storage Technologies).
magnetic structures, such as bits and regions where magnetic moments are aligned (domains), but also to the chemical and elemental composition of the sample. X rays produced by the ALS, one of the brightest x-ray sources of the world, illuminate the sample, resulting in a photoelectron image that is then magnified a thousand-fold by the optics of the microscope (Figure 2). An electronic (CCD) camera digitizes this magnified image for processing and analysis.

So far, two generations of x-ray photoemission electron microscopes have operated at the ALS, but we are working on the third. Succeeding its predecessor PRISM in 1998, the second-generation microscope, PEEM-2 was designed and built at the ALS with much-improved electron optics and an angle- and energy-selecting aperture and is now in successful operation on Beamline 7.3.1.1 with a spatial resolution around 50 nm for magnetic structures. It will be surpassed in the coming years by a much more powerful PEEM-3 instrument (see “PEEM-3 Is the Next-Generation Microscope”), now in the design and engineering stage, on a beamline with an elliptically polarizing undulator (EPU). The increase in resolution by a factor of 10 between generations is instrumental in allowing researchers to keep pace with the rapid reduction of the bit size in disk drives, as Figure 3 shows.

The read head in a disk drive is responsible for converting the magnetic field of a data bit into an electric signal. Today’s disk drives use nanoscale, giant-magnetoresistance (GMR) heads, which utilize the change in resistance of a stack of magnetic layers that occurs when the magnetization in one ferromagnetic layer is rotated parallel or antiparallel relative to the other layer (Figure 4). An important component in such magnetoelectronic devices is an antiferromagnetic layer that, while itself insensitive to external fields, can pin the magnetization of one of the ferromagnetic layers, which then acts as a magnetization reference. This pinning phenomenon is called exchange bias.

An antiferromagnet has microscopic magnetic moments that point in opposite directions, so that the macroscopic magnetization exactly vanishes. The domain structure (defined by the
direction of the antiparallel microscopic moments) of antiferromagnetic layers and the mechanism that enables them to pin the magnetization of ferromagnets were unknown for decades, despite the technological importance of the exchange-bias effect. One reason was the inability of ordinary imaging techniques to detect the magnetic structure at the interface between the ferromagnet and the antiferromagnet.

Dichroism, a difference in absorption or other optical property that appears when polarized electromagnetic radiation passes through a chiral or anisotropic system, is well known in the visible spectrum. X-ray microscopes use similar effects that occur at x-ray photon energies to detect ferromagnetism and antiferromagnetism, thereby opening the door to the microscopic study of exchange bias. X-ray magnetic circular dichroism (XMCD) and x-ray magnetic linear dichroism (XMLD) depend, respectively, on the circularly and linearly polarized x rays available only from a synchrotron light source like the ALS.

Figure 5 shows X-PEEM images of micron-size magnetic domains in an antiferromagnetic thin film (lanthanum iron oxide, or LaFeO$_3$) and a ferromagnetic thin film (cobalt) that is magnetically coupled to the antiferromagnet. Different colors symbolize different directions of the magnetic moments. It is apparent from the images that the domain structures are coupled on microscopic length scales. The correspondence between the domain structures is a first indication that exchange bias has a microscopic origin.

Nickel oxide (NiO) is known to possess good exchange-bias properties. When studied as a single crystal, large antiferromagnetic domains appear in X-PEEM images (Figure 6). A ferromagnetic cobalt layer, grown over the NiO by in-vacuum evaporation, exhibits ferromagnetic domains that are aligned with the magnetic domains in the antiferromagnet, very similar to what occurs in the Co/LaFeO$_3$ system. The mechanism of the coupling is revealed when the antiferromagnet is imaged with ferromagnetic (XMCD) contrast. Although an antiferromagnet should be nonmagnetic on macroscopic length scales, the image reveals ferromagnetic domains at its surface that mediate the coupling between the layers. These domains originate in a chemically reacted region less than a monolayer thick, which is only visible because of the high sensitivity and chemical specificity of x-ray spectromicroscopy.

Element-specific magnetization vs. applied field (hysteresis) loops measured at ALS Beamline 4.0.2, a high-brightness EPU beamline specifically designed for the study of magnetism with variably polarized light, demonstrate that the fer-
The magnetic signal of the antiferromagnet is due to the presence of uncompensated spins. Most of these spins rotate with an externally applied field, but a tiny fraction is pinned, as revealed by the small vertical shift of the loops (Figure 7). These pinned spins exert a magnetic force on the ferromagnet and are ultimately responsible for the exchange-bias effect. (See “Pinning Down Exchange Bias” in the Materials Science section for more detail about this result.)

The data rate in modern disk drives will soon surpass 1 GHz. At lower frequencies, the response of a magnet is governed by magnetic friction, also called damping, as the magnetic moments rotate into the direction of the applied field. At gigahertz frequencies and above, magnetization precession, a gyroscopic motion of the magnetization around an applied field (like a wobbling top), is dominant. Subnanosecond magnetic-field pulses like those of a write head therefore initiate magnetization precession. To study such fast processes, we have developed a novel technique that utilizes the pulsed nature of x rays produced by synchrotron light sources. The 70- ps x-ray pulses of the ALS can be used like light flashes from a strobe to freeze the dynamics of a sample and to acquire a snapshot of the motion of the magnetization.

Figure 8 shows a new experiment that we developed for the microscopic study of ultrafast magnetization dynamics. A light flash from a laser activates a gallium arsenide photo switch,
PEEM-3 IS THE NEXT-GENERATION MICROSCOPE

Jun Feng, Experimental Systems Group

X-PEEM combines the power of modern synchrotron radiation absorption spectroscopy with the full-field imaging capability of a photoemission electron microscope (see "Nanomagnetism Up Close"). Existing microscopes, such as PEEM-2 at the ALS, routinely operate with a typical resolution of 50–100 nm with an electron transmission of 2–5%. However, a higher spatial resolution and a larger electron transmission are critical for many areas of nanoscience research. Design of a new aberration-corrected photoemission electron microscope, PEEM-3, is now underway at the ALS, with the goal of achieving higher transmission and 10 times higher resolution than our present PEEM-2 instrument.

A conventional X-PEEM system consists of electron lenses, the resolution of which is limited by spherical and chromatic aberrations. In contrast to light optics, the signs of the aberrations of electron lenses cannot be changed. Therefore, image errors in an electron optical system cannot be eliminated as in an optical achromat by using pairs of lenses with opposite aberrations; they can only be minimized by adjusting the geometry of the electrodes and, in the process, sacrificing the electron-beam transmission. However, an electron mirror can have aberrations of opposite sign but equal magnitude with respect to those of electron lenses, so that, in principle, the aberrations can be canceled out and the resolution can be improved, ultimately to the diffraction limit.

The critical components of PEEM-3 are the aberration-free magnetic beam separator and the electron-mirror aberration corrector (Figure 1). The beam separator produces a magnetic dipole field to bend the electron beam by 90 degrees in order to separate the corrected electron beam from the uncorrected beam, direct it to the mirror, and transfer it back to the projector column. The electron mirror has four rotationally symmetric electrodes. One electrode resides at ground voltage, while the potentials of the other three electrodes serve as three free “knobs” for adjusting the focal length, chromatic aberration, and spherical aberration of the mirror. The reflecting electrode has a complex, spherical shape to counter the aberrations of the electron lenses.

A key aspect of the design is the mechanical layout. All components—the sample manipulator, the electron lenses, and the separator—are mounted on a common internal, highly stable reference plate. This arrangement allows us to achieve the stability we need, not only for good resolution in single images but also for multiple images over minutes or even hours, as in pump–probe time-resolved experiments or in collecting a set of images at different photon energies for spectroscopy.

The comparison of calculated resolution versus transmission for PEEM-2 and PEEM-3 is shown in Figure 2. Operating PEEM-3 at a voltage of 20 kV yields a point resolution of 50 nm at better than 90% transmission with the mirror corrector. The best resolution that can be achieved is 5 nm at 2% transmission, as opposed to 20 nm at 1% transmission in an ideal PEEM-2. We have designed the system to be flexible and upgradable. For example, an electron-energy filter could be added at a later date, if scientific need drives a further improvement in the resolution. Since the energy filter collects only electrons at selected kinetic energies, the filter would also make it possible to conduct spatially resolved photoemission spectroscopy experiments.

PEEM-3 will be installed on EPU Beamline 11.0.1 (also under construction) and will be used for the study of complex materials at high spatial and spectral resolution. The EPU can produce linearly polarized light of arbitrary orientation, from horizontal to vertical and left- and right-handed circularly polarized radiation with a continuous range of ellipticity. A variable-line-spacing (VLS) plane-grating monochromator will provide soft x rays in the spectral range from 100–1500 eV.

**FIGURE 1**
Schematic layout of the aberration-corrected x-ray photoemission electron microscope PEEM-3 at the ALS; sample manipulator (a), objective (b), beam separator (c), transfer and projector optics (d), imaging CCD (e), electron-mirror column (f), and diagnostic CCD (g).

**FIGURE 2**
Comparison of resolution vs. transmission for PEEM-2 and PEEM-3.
camera accumulates the signal from millions of x-ray pulses until an image of sufficient quality has been obtained.

We have applied this new technique to the study of the dynamics of magnetic vortices, peculiar magnetic structures that appear in micron-size magnetic patterns (Figure 9). The magnetization of a vortex curls around the vortex center or core, which itself has an out-of-plane magnetization. When studied by the time-resolved PEEM technique, images acquired at different times after the excitation field pulse resolve the motion of the vortex core in response to the field pulse. The gyration trajectory of the core demonstrates that the domain motion on such short time scales is indeed governed by precession and not by friction.

With PEEM-3 and the future possibility of subpicosecond x-ray pulses, there is every chance that the future of nanomagnetism at the ALS is bright, indeed.

**FIGURE 9**

Top: Domain structure of a magnetic vortex. Arrows symbolize the direction of the magnetization. Center: Time-resolved PEEM images of a square (1 x 1 mm²) and a rectangular (2 x 1 mm²) vortex pattern. Bottom: The trajectory of the gyration vortex core is shown as function of elapsed time after the driving field pulse.

**PUBLICATIONS**


Early Kinetics of Nanoparticle Formation During Femtosecond Laser Ablation

The application of heat and pressure has for centuries been a favored technique for converting materials into more useful forms. The temperatures and pressures achieved in the smelting ovens of antiquity, however, pale in comparison to conditions achievable by heating with lasers. For example, material superheated by ultrashort pulses of laser light to well above its melting temperature will rapidly expel fragments from the surface. This ablation process is of considerable practical importance, since it is used to synthesize nanoparticles, which are the focus of one of today’s scientific and technological frontiers, as well as other substances like biomolecules. However, ablation is complex, and significant uncertainties remain, in part because it is difficult to study the ejected matter separately from the surface just below. To hone in on the ejected matter, Glover et al. have developed an ultrafast version of a standard x-ray technique (photoemission spectroscopy) and have demonstrated its ability to study chemical and structural evolution during the early stages (a few trillionths of a second) of ablation.

Ultrashort pulses of laser light can rapidly heat matter to extreme temperature and pressure, thereby creating exotic states of matter of both fundamental and practical interest, such as nanoparticles. Recently, our team has succeeded in recording the chemical and structural evolution of ejecta from a silicon surface as the hot, pressurized material rapidly expanded into vacuum during the early stages immediately following impulsive superheating by an intense, ultrashort laser pulse. The feat was made possible by developing a novel technique: ultrafast core-level photoemission spectroscopy. With foreseeable improvements in energy resolution (≪ 1 eV) and time resolution (≪ 1 ps), the technique will play an important role in unraveling the complex dynamics by which nanoparticles arise from an impulsively superheated material.

While direct probes with very good time resolution are essential to understanding and eventually controlling nanoparticle synthesis, development of such probes has proven difficult. Extreme initial heating implies rapid material evolution in which the ejecta undergo change while still within microns of the underlying, intact surface. Traditional ultrafast probes based on light scattering or absorption cannot separate ejecta dynamics from surface dynamics, since the light interacts with both the ejecta and the underlying surface. We have developed a high-time-resolution version of core-level photoemission spectroscopy by taking advantage of the recent synergy between intense femtosecond laser systems and high-brightness synchrotron light sources. Photoemission probes only the ejecta, since electrons escape from a layer of material thinner than the depth of material removed by ablation. As a further benefit, core-level spectroscopy offers local chemical information.

With so-called pump–probe techniques (Figure 1) at ALS Beamline 5.3.1, we have followed the early stages (0–1 ns) of the chemical and structural evolution of the silicon ejecta by observing shifts in a photoemission peak with picosecond time resolution. We observed that shortly after laser heating, the silicon 2p photoemission peak shifted to lower binding energy, a key to identifying the initial ejecta phase (Figure 2). The signature of single atoms in the vapor phase would be a shift to higher energy, while the observed low-energy shift indicates ejecta in
of ejected particles is then determined by a material-fracture process driven by the local stresses associated with vacuum expansion (a process known as fragmentation).

Thus the initial ejecta composition suggests fundamentally different particle synthesis mechanisms for long as compared to short laser pulses: vapor condensation with long pulses and fragmentation with short pulses. The mean particle size in the femtosecond experiments is estimated to be > 1 nm, with better estimates expected from improved energy and time resolution. We further observed a rapid (< 50 ps) return of the photoemission peak (Figure 2), a signature of a liquid–solid phase transition that must have been driven by extreme undercooling to well below the solidification temperature during vac-

Previous studies of silicon ejecta produced by long-pulse (nanosecond) laser ablation showed a very different initial ejecta composition in which isolated atoms and ions predominate, with clusters forming later (10–100 ns) by vapor condensation. We believe that isolated atoms and ions are produced after irradiation by long pulses because material is ejected while an intense laser field is still present, so that these particles are produced by secondary laser–ejecta interactions (ionization, etc.). By contrast, with ultrashort, femtosecond pulses, the laser field has decayed before material is ejected. The size distribution of ejected particles is then determined by a material-fracture process driven by the local stresses associated with vacuum expansion (a process known as fragmentation).

Thus the initial ejecta composition suggests fundamentally different particle synthesis mechanisms for long as compared to short laser pulses: vapor condensation with long pulses and fragmentation with short pulses. The mean particle size in the femtosecond experiments is estimated to be > 1 nm, with better estimates expected from improved energy and time resolution. We further observed a rapid (< 50 ps) return of the photoemission peak (Figure 2), a signature of a liquid–solid phase transition that must have been driven by extreme undercooling to well below the solidification temperature during vac-
uum expansion. Extreme undercooling may prove useful as a way to “trap” novel material states associated with impulsive superheating.

INVESTIGATORS

FUNDING

PUBLICATIONS


Nanodiamonds Show Buckyball Surface

Nanodiamonds—particles of diamond dust measured in nanometers—have been found in meteorites, protoplanetary nebulae, and interplanetary dust. On Earth, nanodiamonds can be produced by high-explosive detonation and chemical vapor deposition. Interest in laboratory-produced nanodiamonds has grown recently in proportion to their potential technological applications. As light-emitting semiconductors, nanodiamonds may be used in optoelectronic components that process both light and electricity. Diamond’s hardness and fracture strength make it attractive for miniaturized mechanical devices such as cantilevers and gears. Diamond “nanodots” and “nanofilms,” composed solely of carbon atoms, would be compatible with biological materials and may be used for neuronal imaging, integrating biological systems with electronic devices, or detecting biological or chemical warfare agents. All of these applications, however, depend on scientists’ understanding of diamond’s behavior at the nanoscale. In this research, Raty et al. report that, in fact, diamonds don’t last forever: they begin to morph into buckyballs (at least on the surface) if broken up into small enough pieces.

Our team from the Lawrence Livermore National Laboratory has found that diamonds made of up to a few hundred carbon atoms do not exhibit the smooth, faceted surfaces commonly associated with crystals. Instead, at this scale, portions of the diamond’s surface will spontaneously buckle into the curved, geodesic-dome structure found in buckyballs. We came to this surprising conclusion after performing ab initio calculations as well as x-ray absorption and emission experiments on nanodiamonds synthesized in detonation waves from high explosives. The discovery of this new family of carbon clusters, dubbed “bucky diamonds,” may have implications for a wide range of areas, from astronomy, where diamonds are studied as a constituent of meteorites and interplanetary dust, to optoelectronics, where nanodiamonds might be used as photonic switches and tunable lasers.

Diamond, like silicon and germanium, is a semiconductor whose behavior depends on the size of its optical gap—the energy difference between its valence and conduction bands. At the nanometer scale, quantum confinement effects on electrons and holes typically result in a widening of the optical gap, which causes a blueshift in the material’s absorption and emission peaks. Thus, a potentially useful property of nanosemiconductor particles is their ability to emit light at different wavelengths depending on particle size. Previous studies have demonstrated this effect for silicon and germanium particles as large as 7 nm in diameter. Our group extended these studies to nanodiamonds and found them to be unusual in both their electronic and geometric structure.

Using density functional theory and quantum
Monte Carlo calculations, we modeled the electronic structure of nanodiamond clusters. The results indicated that there is no appreciable quantum confinement effect on the optical gap of nanodiamonds until they get down to about 2 nm in diameter, contrary to what is found for silicon and germanium using the same theoretical tools. Geometrically, we found that as a nanodiamond gets smaller, its structure becomes unstable. Quantum simulations revealed graphitization of the first atomic layer, followed by the formation of pentagons linking the graphene fragments with the atoms underneath. This provided further curvature to the surface, which eventually adopted a geometry similar to that of half a buckyball (Figure 3).

The results of the calculations and simulations were consistent with x-ray emission and absorption spectra taken at ALS Beamline 8.0.1 and Stanford Synchrotron Radiation Laboratory. Emission and absorption spectroscopy together reveal the optical gap in semiconductors, with emission revealing the valence band maximum and absorption revealing the conduction band minimum. The techniques also reflect the density of states around the band gap—a sensitive fingerprint of atomic bonding configurations.

The sample nanodiamond sizes (4 ± 1 nm) and crystallinity were verified by electron diffraction and high-resolution transmission electron microscopy. The samples were also heated and cooled several times to remove impurities. The carbon K-edge emission and absorption spectra for nanodiamonds showed the same basic features as that of bulk diamond and graphite. In particular, we observed no blueshift in the position of the nanodiamond valence and conduction band edges in comparison to those of bulk diamond (Figure 4). Furthermore, the nanodiamond absorption spectra showed a pre-edge peak at 286.7 eV not observed in the bulk. Comparison to the density of unoccupied states derived for bucky diamond (Figure 5) suggests that the feature is the signature of the pentagonal and hexagonal bonding configurations found on buckyball-like surfaces.

Interest in and funding for nanoscience has increased dramatically in recent years, reflecting...
the field’s enormous potential for theoretical breakthroughs as well as practical applications. Studies such as this one are a necessary first step toward understanding the molecular building blocks that will be utilized in the nanotechnologies of the future.

INVESTIGATORS
J.-Y. Raty (Lawrence Livermore National Laboratory and University of Liège, Belgium) and G. Galli, C. Bostedt, T.W. van Buuren, and L.J. Terminello (Lawrence Livermore National Laboratory).

FUNDING
U.S. Department of Energy, Office of Basic Energy Sciences; Lawrence Livermore National Laboratory; and National Fund for Scientific Research, Belgium.
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Buckyball Monolayer Electronic Structure

The energy scales of mobile electrons in solids are limited mainly by the difficulty of motion. In normal metals, the electrons move between atoms rather easily and reach a much higher energy than that associated with other motions, such as that of atomic vibrations. However, things are very different in solids composed of buckyballs, large carbon molecules discovered in 1985 and resembling American architect R. Buckminster Fuller's geodesic domes. Since it is very hard for electrons to hop between buckyballs, physicists expected the range of energies accessible to the mobile electrons (the conduction band width) to be small and even comparable to that of molecular vibrations of the buckyballs. However, a decade of intensive effort had not validated this expectation. Working at the ALS, Yang et al. have now provided the first direct experimental evidence for this conjecture, which not only relates to several questions of fundamental interest but may also lead to practical applications.

The 1980s witnessed the discovery of fullerenes, whose novel properties have been intensively studied by experiment and theory but remain incompletely understood. Among the fullerenes, for example, the solid formed from C$_{60}$ (buckyball) molecules exhibits superconductivity at the relatively high temperature of about 40 K when doped with alkali metal atoms (only the high-$T_c$ cuprate superconductors have higher transition temperatures). Our international collaboration working at the ALS has now reported angle-resolved photoemission measurements of C$_{60}$ monolayers doped with potassium. We were able to detect, for the first time, both the band structure and a Fermi surface, two classical electronic structure features that surprisingly survive in the presence of the strong interactions in this material.

Condensed matter scientists agree that, as a molecular solid, doped C$_{60}$ (fullerides) should have a narrow band width. This feature combined with strong interactions, both between the electrons themselves (electron–electron) and between the electrons and the lattice vibration modes (electron–phonon), makes fullerides more challenging to study than other systems. Moreover, some even doubted whether a band dispersion of the type found in normal crystalline materials actually exists in fullerides because the strong interactions, whose energies are comparable to those of electrons, may disturb the electrons so much that bands could not form at all.

Electron–phonon interactions are of particular interest because they are a keystone of the theory that explains superconductivity in conventional metal superconductors. Whether high-$T_c$ superconductivity in cuprates is due to electron–phonon interactions is still one of today's most interesting physics problems, but such interactions are also widely, if not universally, held to drive superconductivity in C$_{60}$ compounds.

To study this interesting but complex physics in the C$_{60}$ system, measurements of the energy band structure are of fundamental importance. Angle-resolved photoemission probes this structure directly by measuring the intensity, kinetic energy, and direction (momentum) of the photoelectrons excited by synchrotron radiation. However, after more than a decade of intense effort, direct observation of the momentum dependence (dispersion) of the electron bands remained elusive, owing to technical challenges imposed by both intrinsic features of the material and certain experimental effects.

Our collaboration was able to overcome these difficulties in our experiments on ALS Beamline 10.0.1, where we determined the Fermi surface (Figure 6) and band structure (Figures 7 and 8). The observed conduction band exhibits a small dispersion with an energy range of only 100 meV,
in sharp contrast to the 500-meV peak width seen in conventional angle-integrated photoemission spectra from the same conduction band. This substantial difference suggests the existence of strong interactions that broaden the peak width in photoelectron spectra but do not seem to affect the electronic structure, which exhibits a robust dispersion and classical Fermi surface.

We then turned to quantum mechanical calculations conducted at Berkeley Lab’s National Energy Research Scientific Computing Center (NERSC). There, we calculated the band dispersion and compared the result to the experimental data. It turned out that the simulated band width was much larger than the experimental value, though the basic shapes are consistent. This difference was attributed to electron–phonon coupling.

Fulleride monolayers provide a rare testing ground for exploring key conceptual issues involving strong interactions in materials with novel properties. The persistence of a clear classical (quasiparticle) electronic structure in the presence of strong interactions may imply that the electronic properties rely more on localized features, a distinction that could also be very important in understanding novel behaviors in other materials, such as high-Tc superconductivity. Further investigations are underway to reveal still more interesting and deeper physics in these molecular crystals.
Low-Temperature Electronic Properties of a Quasi-1D Metal

Cars caught in stop-and-go traffic on a one-lane road can be described as "strongly interacting" components of a one-dimensional (1D) system. They are strongly interacting because, being restricted to one lane, the motion of each car is tied to the motion of its nearest neighbors, and traffic will tend to bunch up into "car-density waves" rather than flow homogeneously (as on a four-lane freeway where there is room to pass). In the 1930s, physicist Rudolf Peierls theorized that electrons confined to a 1D metal crystal at low temperature would interact strongly with one another and with the crystal lattice to form charge-density waves (CDWs). Although the existence of CDWs was detected in the 1970s, CDW materials are again the subject of intense research. In addition to serving as a conveniently observable model system for complex dynamical theories, CDW materials exhibit many exotic properties that may one day find practical applications as memory devices, tunable capacitors, or extremely sensitive optical detectors.

One-dimensional systems can be approximated by ultrathin wires or crystals with unidirectional bonds that confine electron motion to one dimension. At low temperatures, some 1D systems undergo a phase transition where interactions between the lattice and the electrons create a CDW in the material, which then exhibits highly nonlinear electrical behavior. The electronic structure of materials is particularly accessible with angle-resolved photoemission spectroscopy (ARPES). Our research group from Germany and the U.S. performed a photoemission study at the ALS of a quasi-1D metal, providing the first direct spectroscopic observation.
at low temperature of the electronic structure of the CDW system niobium triselenide (NbSe$_3$).

An ideal CDW conductor will show an energy gap in its electronic energy bands, resulting in reduced conductivity. In real materials that are not perfectly 1D, the gapping may be incomplete, with portions of the electron bands remaining metallic. NbSe$_3$ is a multiband Peierls system that is known to undergo two CDW transitions, one at $T_1 = 145$ K and another at $T_2 = 59$ K. Its Fermi surface (which describes the location of the conduction electrons in reciprocal space) as calculated by density functional theory (DFT) consists of five electron bands (Figure 9). In this system, the presence of CDWs is signaled by the so-called “nesting” of its lattice distortion vectors in reciprocal space (i.e., for each CDW, vectors span a pair of bands in the Fermi surface).

Single-crystal NbSe$_3$ “whiskers” were grown via vapor transport and cleaved into fine fibers in ultrahigh vacuum. High-resolution ARPES data at $T = 15$ K were obtained from the tiny samples using the microfocused synchrotron beam at ALS Beamline 10.0.1. At low temperature, energy gaps are expected to occur in the Fermi surface where the lattice distortion vectors $\mathbf{q}_1$ and $\mathbf{q}_2$ are nested. However, the NbSe$_3$ spectra obtained do not display well-defined gaps; instead, pseudogap behavior is observed, with the photoemission intensity continuously decreasing toward the Fermi energy $E_F$ (Figure 10). Extrinsic defect scattering is an unlikely cause of this since many other spectral features are rather sharp. We therefore concluded that the pseudogaps are intrinsic properties of the CDW phase. Photoemission intensity in the gap region can be generated by quantum fluctuations. Also, an imperfectly nested Fermi surface with permanently metallic sections may cause additional interactions that contribute to the gap spectral function. Effective gap values of $\Delta_{1*} = 110 \pm 20$ meV and $\Delta_{2*} = 45 \pm 10$ meV were obtained for the $\mathbf{q}_1$ and $\mathbf{q}_2$ CDWs, respectively.

Nominally metallic bands are encountered at the boundaries of the Brillouin zone, where the

![FIGURE 9](image-url)

Schematic of the Fermi surface of NbSe$_3$ calculated with DFT. Five bands are seen in a cross section along the chain direction (1D axis) and $K_F$. "Nesting" vectors connect bands 2 and 3 (red) and 1 and 4 (blue).

![FIGURE 10](image-url)

Spectral functions from ARPES line scans at $k_F = 0$ and at $k_F$ for the effective gaps $\Delta_{1*}$ and $\Delta_{2*}$. Gap spectra are identified by "nesting" conditions in reciprocal space. They are inherently broad and are complemented with second derivatives $-\frac{d^2I}{dE^2}$. 


bands do not match a CDW nesting condition. Here, a low-energy shoulder near $E_F$ is also observed (Figure 11). It displays a much-reduced dispersion that is equivalent to a particularly heavy electron mass. Such an effect has been known to occur from “dressing” of the electron with phonons. In the present data, the shallow slope indicates an enhanced electron mass over an energy window of about 90 meV, coinciding with a value for the energy gap of $2\Delta_2^*$. The effect disappears above $T_2 = 59$ K, supporting a connection to the $q_2$ CDW phase. The effect may be caused by the reduced phase space available for electron scattering that results from the gapped regions. However, a theoretical description of the effect is not yet available.

In conclusion, this study elucidates the nature of the energy gaps in the multiband environment encountered in many quasi-1D systems, where the energy gaps deviate from simple gap behavior. Nondistorted parts of the electron bands do not show a conventional Fermi edge, and the electronic dispersion exhibits the signature of electron mass enhancement on the energy scale of the full gap, $2\Delta_2^*$. Thus, both gapped and permanently metallic parts of the Fermi surface seem to mutually influence each other.
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A “Nearly-Free” Electron Metal in Two Dimensions

The electrons that conduct electricity in metals and semiconductors are important because they determine all of the important properties of conductors: not only those that have been understood for many years but also exotic phenomena discovered more recently, such as high-temperature superconductivity (disappearance of electrical resistance in certain ceramics at much higher temperatures than in metals), colossal magnetoresistance (drastically increased change in electrical resistance in a magnetic field), and fractional charge (apparent electric charge less than 1 under certain circumstances). These behaviors tend to be enhanced in so-called low-dimensional materials like layers only a few atoms thick and lines a few atoms wide. To study low-dimensional materials in controlled circumstances, scientists prepare “model” systems that exhibit the behaviors under investigation but avoid unrelated complication. Rotenberg et al. have constructed such a system comprising a layer of indium only one atom thick on a silicon substrate and showed that the indium acts like a textbook example of a two-dimensional (2D) metal without hindrance from the underlying silicon.

Because of burgeoning interest in nanostructures, the effects of low dimensionality in solids assume not just fundamental interest but also technological importance. Two-dimensional systems are particularly interesting because of their suspected role in many exotic phenomena and also because of their intermediate status between one dimension (where metals are intrinsically unstable) and ordinary three-dimensional (3D) metals. Here, we present angle-resolved photoemission findings for a single monolayer of indium atoms deposited on (111)-oriented silicon. The Fermi surface consists of an array of circular contours on a square lattice, showing that the electronic states take the particularly simple and elegant form of a “nearly-free” metal. It is also a striking experimental realization of a simple model presented in most elementary textbooks on solid state physics.

It is now clear that the interaction of electrons with each other and with vibrations, spin waves, or other quantum-mechanical excitations is what underlies recently discovered exotic phenomena such as high-temperature superconductivity, colossal magnetoresistance, and fractional charge, as well as other more complex behaviors. The effect of these interactions increases as the electrons are confined to successively fewer dimensions of motion.

In fact, the relative role of disorder (leading to insulating behavior) and charge pairing (leading to superconductivity) in determining the ground state of 2D metals is currently unresolved, with most measurements in the field done by transport of electrons confined to buried interfaces. As an alternate model system for 2D metals, electrons can be confined to a material’s surface. This surface confinement has the advantage that electronic spectral functions may be probed directly through surface probes, such as photoemission or scanning tunneling microscopy (STM), rather than indirectly through transport measurements.

The atomic structure of an indium monolayer on silicon is shown in a previously measured STM image (Figure 12) and consists of a simple, nearly square lattice of indium atoms similar to a single atomic plane from a bulk indium crystal. Figure 13 shows the momentum distribution of the least-bound (Fermi) electrons, which constitutes the so-called Fermi surface of the material, obtained by angle-resolved photoemission measurements at the Electronic Structure Factory at ALS Beamline 7.0.1.

There are three important findings. First, the predominant square-lattice symmetry of the Fermi surface suggests that electrons “feel” the indium atoms much more than they do the underlying silicon atoms, which is an indication of the high degree of electron confinement to the surface.
metallic layer. The largely square symmetry of the Fermi surface reflects the internal structure of the indium layer, in contrast to the substrate’s threefold symmetry, which induces only weak modifications to the pattern’s overall square arrangement.

Second, quantitative analysis shows that almost all of the Fermi-surface electrons participate in metallic bonding of the indium lattice, with only a minority of electrons participating in covalent bonds to the silicon substrate. In fact, about half of the electrons from dangling bonds in the silicon surface are donated to the metallic indium layer, adding further stability to the system. In effect, most of the electronic “glue” holding the system together is within the indium layer, with relatively few electrons bonding the layer to the substrate.

Third, the dramatic sharpness of the bands, indicated by the momentum distribution curve (Figure 14), attests to the high quality of the films. The mean free path of electrons must be in excess of 150 Å and is probably limited by the size of the atomically flat terraces on our substrate wafers. The sharpness also attests to the high degree of angular resolution of the instrument, which is now estimated to be 0.086°.
Even after more than 15 years of intense experimental and theoretical effort at laboratories around the world, the mechanism causing high-temperature superconductivity in copper oxide materials (cuprates) is unresolved. Our international collaboration, comprising members drawn from Japan, China, Germany, and the U.S., has made the unexpected observation that the velocity of electrons near the Fermi level (low-energy or Fermi velocity) in high-temperature superconductors is the same (universal) for all compositions not only within one superconductor family but also among various superconductor families.

The parent compounds from which the high-temperature superconductors are derived are antiferromagnetic insulators. As an increasing number of charge carriers (electrons or holes) are introduced into the insulator by changing the composition slightly, a process called doping, the material soon becomes a superconductor and eventually transforms into a normal metal. This dramatic change in physical properties with doping seems to imply that doping dependence (nonuniversality) is a general feature of these materials. Our results with high-resolution angle-resolved photoemission, which can directly probe how electrons move in materials, show that this is not the case for the Fermi velocity.

We measured five different families of cuprates with various hole dopings, including (La2−xSrx)CuO4 (LSCO) and (La2−x−yNdSrxCuO4 (Nd-LSCO), Bi2Sr2CaCu2O8 (Bi2212), Bi2Sr2CuO6 (Bi2201), (Ca2−xNax)CuO2Cl2 (NaCCOc), and Tl2Ba2CuO6 (Tl2201). We made a particular effort to investigate the LSCO system across the entire doping range (0 ≤ x < 0.3) over which the physical properties vary from insulator (0 ≤ x < 0.03) to superconductors (0.05 < x < 0.25) to overdoped nonsuperconducting metal (x > 0.25). Except for Na-CCOC, for which data were taken at the Stanford Synchrotron Radiation Laboratory, all the samples were measured at ALS Beamline 10.0.1.
The energy–momentum (dispersion) curves of LSCO with various dopings (0 < x ≤ 0.3), measured along the (0,0)–(π,π) diagonal direction in the Brillouin zone in reciprocal space, are shown in Figure 15. In these superconductors, this direction is called the nodal direction because the superconducting gap, whose size varies with direction in the Brillouin zone, as well as the similarly anisotropic normal-state pseudogap, is zero. For all doping levels, there is clearly a kink at an energy of about 70 meV that separates the dispersion into a high-energy part (i.e., farther from the Fermi energy) and a low-energy part (i.e., closer to the Fermi energy) with different slopes. Although the slope in the high-energy part varies with doping, the slope within about 50 meV of the Fermi energy is independent of doping. In addition, for the LSCO (x = 0.063) sample, we observed a drop in the electron scattering rate at an energy of about 70 meV, as indicated in Figure 15. The electron velocity can be quantitatively extracted from the slope of the dispersion (v = ∂E/∂k). Figure 16 shows the high- and low-energy velocities as a function of doping for all five families of materials. Indeed, the low-energy velocity (the Fermi velocity, v_F) is nearly a constant for all materials and dopings within an experimental error of about 20%. In contrast, the high-energy velocity, v_HE, varies strongly with doping.

The invariance of the nodal Fermi velocity in cuprates is surprising given the range over which many other physical properties vary with doping. This universal behavior, together with the ubiquitous existence of a kink in dispersion and a drop in the scattering rate, are all pieces that must be fit into the puzzle that when completed will reveal the mystery of high-temperature superconductivity.
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FIGURE 16
Velocities of electrons as a function of doping in various cuprates. Top: The low-energy Fermi velocity ($v_F$) obtained by linearly fitting the dispersion between 0 and ~0.05 eV. The dashed line represents an average over all the measured values.
Bottom: The high-energy velocity ($v_{HE}$) obtained by linearly fitting the dispersion between the energy range of ~0.1 and ~0.2 eV. These velocity values are averaged over many different measurements.
Time-Resolved X-Ray Absorption of Warm, Dense Matter

While 5000 degrees on any temperature scale would seem to be off the chart, to solid state physicists studying matter under extreme conditions, this temperature qualifies as merely warm because it is not enough to vaporize the material into a plasma of ions and electrons. Even so, the temperature is more than sufficient to pose severe experimental and theoretical challenges to those scientists who specialize in solid-density materials that are rapidly heated by extremely short bursts of laser light lasting less than one trillionth of a second (1 picosecond). Not only do such investigations provide information about the fundamental physics of how matter melts, but there is a practical aspect as well: processing the silicon from which computer chips are patterned can involve laser heating. Johnson et al. have demonstrated the ability to conduct x-ray absorption measurements of laser-melted silicon with a time resolution of only a few picoseconds, an important beginning in acquiring an armamentarium of tools for dissecting so-called warm, dense matter.

Experiments in the warm, dense matter regime are challenging, since it is difficult to sustain such extreme thermodynamic conditions under laboratory conditions long enough for conventional measurements. However, with experimental techniques capable of ultrafast time resolution, one can perform measurements on these rapidly evolving systems. To this end, our multi-institutional group has demonstrated transmission x-ray absorption measurements on a laser-heated silicon foil with picosecond time resolution. This work represents a first step toward acquiring a comprehensive experimental capability to study solid-density matter under conditions of extremely high temperature.

Warm, dense matter lies between the regimes of condensed matter physics and plasma physics in a part of thermodynamic phase space where existing theories have a difficult time. For example, consider a solid that is rapidly heated to just below the liquid–vapor “critical temperature” (the temperature past which the liquid–vapor equilibrium line does not exist). At such high temperature and density, is it more appropriate to describe the material as a hot liquid or as a cold plasma? Extensions of models of solid state materials to higher temperatures and of plasmas to the strongly coupled regime need to be tested.

Figure 1 is a sketch of our apparatus at ALS Beamline 5.3.1 for our pump–probe experiment. The pump was a 150-fs laser pulse that heats a portion of a 500-Å-thick silicon foil, rapidly melting and heating it to almost 5000 K. The probe was a 70-ps pulse of broad-spectrum x rays from a bend magnet focused onto the heated region of the foil. A grating spectrograph spectrally dispersed the transmitted x-ray spectrum onto a position-sensitive detector.

We used two different types of detectors. For slower time resolution, we used a pair of gated microchannel plates coupled to a CCD camera.
With this detection scheme, the temporal resolution was set by the duration of the x-ray pulse to about 70 ps. For faster time resolution (approximately 5 ps), we used an ultrafast x-ray streak camera that could resolve changes in the transmission spectrum during the x-ray pulse. Owing to irreversible damage of the irradiated areas, we were limited to about 200 shots per foil.

A comparison of the L absorption edges of solid and liquid silicon (Figure 2) revealed that the absorption of the liquid was significantly different from that of the solid. Measurements near the L_{II,III} edge taken with the streak camera confirmed that the drop in the magnitude of the absorption occurred in less than 5 ps, in agreement with previous measurements of laser-induced “ultrafast melting” in silicon.

To model the data, we used tight-binding molecular dynamics simulations to obtain the atomic structure of liquid silicon and then calculated an absorption spectrum based on this structure with FEFF, an ab initio scattering code. The comparison of the calculated and measured absorption at the L_{II,III} edge (Figure 3) shows that the model reproduces the observed shift and decrease in absorption in the broad peak near 125 eV, a change that indicates a 0.15 ± 0.07 Å increase in the nearest-neighbor distance upon melting.

Plots from the simulations of the s-projected density of unoccupied states (inset of Figure 3) show that just above the Fermi level, the liquid has about 50% fewer states than the solid, which is consistent with the experimental absorption spectrum near the edge threshold. Model spectra and density-of-states calculations of the L_{I} edge also reproduce a shift on melting. Finally, the model predicts a large increase in structural disorder that results in washing out the absorption fine structure above 160 eV in the liquid.

Our group is now completing additional studies to examine the properties of liquid carbon. We expect that the application of a broad range of ultrafast, time-resolved x-ray techniques will offer a unique opportunity to investigate the regime of warm, dense matter.

**FIGURE 2**

Absorption spectra of solid silicon (blue) and heated silicon 100 ps after laser excitation (red). The insets are detailed views of the L_{II,III} and L_{I} edges.

**FIGURE 3**

Model calculation of solid silicon (blue) and liquid silicon (red) near the L_{II,III} absorption edge. The inset shows the s-projected density of states for each material near the Fermi level.
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Pinning Down Exchange Bias

The ability to rapidly and accurately "read" the stored data in today's desk- or laptop computers is due to an ultrathin sandwich of magnetic and non-magnetic materials in a read head that sits closely over a rapidly whirling disk. Exchange bias is a phenomenon that provides a magnetic reference, so that the read head can sense which of two binary bits of information is present. How exchange bias works has been a mystery for 50 years. Various models are based on the idea that magnetic atoms are like tiny spinning tops that generate minute magnetic fields. A model in which the spin directions are aligned in the interface region between the layers of the sandwich can explain exchange bias, but this simple model results in an effect that is many factors of 10 too large. Ohldag et al. have used an x-ray spectroscopy technique that is sensitive to the interface to show that only about 5 percent of the spins there contribute to exchange bias, thereby bringing the model into line with reality.

Exchange bias refers to a preferred direction of magnetization of a ferromagnet in contact with an antiferromagnet. It is due to a shift in the hysteresis loop (magnetization vs. external magnetic field) when cooling the sample in an external field (field cooling) to below the antiferromagnet's ordering (Néel) temperature (Figure 4). Magnetic devices based on exchange bias are of considerable commercial importance for data storage, but the mechanism behind it has evaded detection for 50 years. Our collaboration, drawn from the Stanford Synchrotron Radiation Laboratory, the ALS, the Swiss Light...
Source, and Hitachi Global Storage Technologies, has now shown that a relatively small number of “pinned” spins in the interface layer of the antiferromagnet are the cause.

Exchange bias can be understood qualitatively by a simple model. In an external field and above the Néel temperature ($T_N$), antiferromagnetic spins located at the interface with the ferromagnet are aligned, like the ferromagnet, with the field. Once cooled below $T_N$, these interface spins thereafter keep their orientation and appear “pinned” because they are tightly locked to the spin lattice in the bulk of the antiferromagnet, which is not sensitive to external fields. Consequently these pinned spins produce a constant magnetic field at the interface that causes the hysteresis loop of the ferromagnet to shift. However, this intuitive picture overestimates the magnitude of the loop shift by orders of magnitude.

Numerous efforts have been made to explain the difference, but the problem has been the missing knowledge about the actual spin structure at the interface, which need not be the same as in the bulk. The goal of the collaboration was to detect pinned interfacial spins and use the information to find a direct correlation between their number and the size of the loop shift. The unique ability of x-ray magnetic circular dichroism (XMCD) to probe magnetic properties of individual elements in thin-film samples was the key to success.

For this purpose, we used elliptically polarizing undulator Beamline 4.0.2 at the ALS to measure hysteresis loops of interfacial spins in samples comprising thin layers of exchange-biased ferromagnetic cobalt or cobalt–iron on thicker layers of antiferromagnetic iridium–manganese, platinum–manganese, or nickel oxide, all on silicon substrates. In each case, we measured hysteresis loops in two sample orientations that gave loop shifts parallel and antiparallel to the positive field direction, respectively. By tuning the photon energy to the manganese or nickel absorption edges, we detected the extremely small XMCD signal arising only from the interfacial spins in the antiferromagnet (there is no signal from the antiferromagnet itself). These hysteresis loops exhibit a vertical shift in addition to the horizontal shift (Figure 5). Like the preferred magnetization direction, the vertical shift reverses if the sample geometry is reversed.

Two important conclusions follow from the interface hysteresis loops. First of all, most of the interfacial spins couple strongly to the ferromagnet on top and follow its magnetization, thereby exhibiting the same hysteretic behavior. Second, only a small fraction ($5\%$) of interfacial spins is actually pinned, and these cause the horizontal hysteresis loop shifts (Figure 6). In addition, the vertical shift is caused by these pinned interfacial spins.
spins, which were aligned by the cooling field and remain pointing in a fixed direction. The very small number of pinned spins observed explains why it was not possible to detect these spins with conventional magnetometry techniques. Also, it shows that the simple model for exchange bias is correct in principle, if one assumes “mixed coupling” across an imperfect antiferromagnetic/ferromagnetic interface instead of ideal interfaces. A next-generation photoemission electron microscope (PEEM-3) coming to the ALS will help clarify the origin of the pinning.
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Antiferromagnetic Domain Walls in Nickel Oxide

Magnets are magnetic because there are extended regions in which the quantum mechanical spins of atoms are aligned to generate a measurable magnetic field. Real magnets consist of multiple domains with different orientations that are separated by transition regions called domain walls. Antiferromagnets are special materials that can be visualized as two interpenetrating lattices of aligned spins, with the spins on one lattice being antiparallel to the spins on the other. The result is that there is no net magnetic field, but there is a definable magnetic axis, and there are walls between domains with differently oriented axes. All of this would be academic, but it turns out that antiferromagnetic materials are key players in modern information-storage technologies, such as that underlying the hard disk in your computer. Weber et al. have used an x-ray microscopy technique that is sensitive to the direction of the antiferromagnetic axis to visualize these walls. Based on their observations, they have devised a model for the forces that drive wall formation.

Since there is no net magnetization, virtually all techniques in use for ferromagnetic materials are ineffective for antiferromagnets. The same limitation also applies to domain walls in antiferromagnets, i.e., the transition region between domains with different orientations of the antiferromagnetic order parameter. However, photoemission electron microscopy offers sufficiently high spatial resolution and sensitivity to the antiferromagnetic order parameter to directly image antiferromagnetic walls, and we have imaged domain walls in nickel oxide by this technique. Modeling the resulting wall profiles showed that a magnetoelastic interaction determines the widths of domain walls and is the prime source...
for the formation of antiferromagnetic domains.

The macroscopic properties of magnetically ordered materials are to a large extent dependent on the presence of domains and their properties—size, topology, and the ease with which they may be modified by external parameters like magnetic field, temperature, stress, or interlayer coupling in heterogeneous multilayer systems. Like walls in ferromagnets, domain walls in antiferromagnets can be characterized by a single vector, the antiferromagnetic (AF) vector, whose origin lies in strong exchange interactions and whose orientation is defined by the local magnetic axis.

For our studies of antiferromagnetic domains in nickel oxide, we measured x-ray magnetic linear dichroism (XMLD) with the PEEM-2 photoemission electron microscope at ALS Beamline 7.3.1.1. For nickel oxide, the XMLD manifests itself at the nickel 2p$_{1/2}$ absorption edge, which has a double peak. The relative strength of the two peaks depends on the angle $\theta$ between the linear polarization and the orientation of the magnetic axis, and the variation has the form $3\cos^2 \theta - 1$. A typical domain pattern observed on a NiO(100) surface by taking the ratio of intensities obtained at the two nickel 2p absorption peaks is shown in Figure 7 (bottom left). The domains appear as stripes parallel to [100] and [110] directions within the surface.

The contrast between domains disappears whenever the angle $\theta$ is the same for two neighboring domains, as shown in Figure 7 (top). Although the contrast between the domains themselves has disappeared, the image has narrow lines, which by comparison to the domain image can be identified as domain walls. The appearance of domain walls under such conditions means that the AF vector in the walls has a different orientation from that in the domains. The contrast also demonstrates that in the wall, the AF vector rotates within the surface plane, rather than rotating out of the surface, so that the (100) walls between the domains can be classified as Néel type. A line scan across the wall in the red rectangle of Figure 7 shows a width of about 160 nm (Figure 8).

We also observed a second type of domain wall separating regions that appear with the same
contrast under all light polarizations or sample orientations (green rectangle). While the domains on both sides are identical, nevertheless, there is a domain wall. This new type of wall is interpreted as arising from a stacking fault of the AF stacking of the (111) planes (or an antiphase boundary). The widths of these walls are slightly larger than that of the walls discussed above. Furthermore it appears that they are not tied to low-index crystallographic directions.

We have modeled the wall profiles by introducing an effective magnetic anisotropy, which accounts for the influence of magnetostriction on the local magnetic anisotropy. The magnetoelastic interaction is the essence of what distinguishes the antiferromagnetic walls discussed here from the commonly encountered domain walls in ferromagnetic materials, where the magnetic anisotropy is uniform throughout the sample and across the wall. In contrast to a previous model based solely on indirect evidence of domain wall properties, the wall is significantly wider, and the energy per unit area of domain wall is smaller by two orders of magnitude.
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**Learning How Magnets Forget**

A magnetic material immersed in an external magnetic field has a magnetization. As the external field cycles between positive and negative values, the magnetization traces out a hysteresis loop. While hysteresis underlies all magnetic data-storage technology, it is not understood at the microscopic level. Nevertheless, the magnetic disk drive industry has had a cumulative growth rate for the past decade that dwarfs even the celebrated Moore’s Law growth rate for microcircuits. A number of technological innovations have made this growth possible, including the use of thin layers of magnetic materials into which a certain amount of disorder has been introduced in a controllable way. Pierce et al. have developed an x-ray analogue of the laser speckle well known to anyone who has seen the pattern created when laser light strikes a dusty mirror. They have used their technique to track quantitatively the evolution of magnetic domains as the magnetic layer cycles through various hysteresis loops, thereby directly probing how hysteresis unfolds at the microscopic level.
Despite decades of intense study, we still do not have a fully satisfactory microscopic understanding of magnetic hysteresis. To study the evolution of magnetic domains in magnetic-memory materials as they are cycled around their major and minor hysteresis loops, we developed a new form of coherent, reconstructionless x-ray speckle metrology and used it to demonstrate in thin, perpendicularly magnetized cobalt–platinum multilayers that the speckle patterns act as a fingerprint of the domain configurations and allow the ensemble of microscopic magnetic domains to be monitored. By auto- and cross-correlating the speckle patterns, we obtained a quantitative measure of the domain evolution and directly probed the microscopic mechanisms of hysteresis.

To obtain the desired hysteretic behavior, the magnetic-storage industry deliberately introduces carefully controlled disorder into its storage materials. Over the past 40 years, such magnetic hardening has developed into a high art form. To continue its phenomenal growth, the industry now believes that it will need to switch from longitudinal to perpendicular magnetic media in the next few years. Our group wanted to study the fundamental physics of the magnetic domains and of magnetic hardening in perpendicular magnetic media. Our idea was to use coherent soft x-ray magnetic scattering to study the magnetic structure at the magnetic domain length scale (~200 nm).

In particular, we investigated the phenomenon of magnetic return point memory (RPM). Suppose a magnetic system on the major hysteresis loop is subject to a change in the applied field that causes an excursion along a minor hysteresis loop inside the major loop; if the applied field is readjusted back to its original value and the sample returns to its initial magnetization, then macroscopic RPM is said to exist, but how do the ferromagnetic domains behave on a microscopic level? Do the domains remember (i.e., return precisely to) their initial states, or does just the ensemble average remember?

Microscopic RPM can be determined very precisely from magnetic speckle patterns. These patterns are produced by the (almost) randomly located magnetic domains. Changes in the magnetic speckle pattern will be produced by even small changes in the magnetic domains and can be determined by cross-correlating the magnetic speckle patterns, which is much easier than first inverting the speckle patterns to determine the real-space structure and then cross-correlating.

We performed our experiments at ALS Beamline 9.0.1, where the raw undulator beam is the most intense source of soft x rays in the world at the cobalt L3-edge resonant photon energy of 778 eV. To achieve transverse coherence, the raw undulator beam was passed through a 35-micron-diameter pinhole before
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Measured magnetic speckle pattern versus applied magnetic field over the major hysteresis loop from –3000 to +1250 Oe. The pattern evolves from the featureless configuration in the magnetically saturated region of the hysteresis curve to the disk-like shape characteristic of a 2D gas of random domains to the annular shape characteristic of a 2D liquid of interacting domains at zero field. The shadow of the beam stop and the beam-stop support are visible in the center of and below each pattern. The color intensity scale is logarithmic.
The resonant magnetic scattering was collected by a soft x-ray CCD camera. For samples, we deliberately introduced interfacial disorder into thin, multilayer, perpendicular cobalt–platinum magnetic-memory materials. With an electromagnet to apply fields perpendicular to the film, we performed speckle measurements at various points around the hysteresis loops (Figure 9). The total number of photons in each speckle pattern was about $10^9$.

Our measurements of the speckle patterns and their analysis by auto- and cross-correlation (Figure 10) are the first direct determinations of the effects of disorder on major and minor loop microscopic RPM. We discovered that, contrary to the best current theories, our disordered magnetic storage materials partially remember their microscopic domain configuration, even after saturation.

The new coherent x-ray scattering cross-correlation method that we developed can also be used to study a wide variety of materials that also exhibit other types of hysteresis and memory effects for which we do not yet have a satisfactory microscopic understanding, including those in ferroelectrics, spin glasses, and shape memory materials.
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Magnetic Phase Transition in Coupled Magnetic Layers

Among the frontier areas of solid state research are magnetism, phase transitions from one form of matter to another, and so-called low-dimensionality materials (materials in the form of very thin sheets, wires, or dots). So it should be of no surprise that the study of magnetic phase transitions in ultra-thin films is drawing a lot of attention, both for its fundamental importance to solid state theory and its centrality in advanced magnetic devices.

Magnetic phase transitions include the switch from a magnetic to a nonmagnetic state when a material is heated above a “critical” temperature. It turns out that the critical temperature is lowered for thin layers by the effect of reduced dimensionality. Even more surprising, for two magnetic layers, each only a few atoms thick, separated by a nonmagnetic spacer layer, the critical temperatures are not always independent. Instead, the two layers talk to one another, as it were, through the spacer. Won et al. have used an x-ray microscope to make a detailed map (a phase diagram) of magnetic transitions in cobalt and nickel layers of varying thicknesses.

A magnetic phase transition occurs at a critical temperature (the Curie temperature for ferromagnetic materials) above which magnetic long-range order is lost. In addition to thermal fluctuations, the dimensionality of a ferromagnetic system plays a crucial role in magnetic phase transitions, making the Curie temperature of a ferromagnetic thin film lower than its corresponding bulk value. We have used x-ray photoemission electron microscopy to investigate the effect of magnetic interlayer coupling on magnetic phase transitions of magnetic nanostructures consisting of cobalt and nickel layers separated by copper or iron spacer layers. With our data, we constructed a complete magnetic phase diagram in the cobalt-nickel thickness plane.

Recently, many exotic phenomena have been explored in magnetic nanostructures that are due to the interlayer coupling between ferromagnetic layers across a nonmagnetic spacer layer. We focused on the interesting question: How does the magnetic interlayer coupling affect the magnetic phase transition of a coupled magnetic system? Experimental study of this topic was not possible until the development of x-ray magnetic circular dichroism (XMCD), which enables element-specific magnetic measurements. The photoemission electron microscope (PEEM-2) at ALS Beamline 7.3.1.1 was designed to take advantage of XMCD and thus was ideal for studying magnetic phase transitions in coupled magnetic systems.

We investigated cobalt/copper/nickel and cobalt/iron/nickel sandwiches grown on copper(100) single-crystal substrates, where the cobalt and nickel ferromagnetic thin films are magnetically coupled across the thin copper and face-centered cubic (nonmagnetic) iron spacer layers. PEEM measurements can track separately the magnetic phase transitions of the cobalt and nickel layers. Because the Curie temperature of a thin film increases with film thickness, magnetic measurement as a function of film thickness at a fixed temperature (room temperature for our case) reveals a critical thickness at which the magnetic phase transition occurs. Then the effect of interlayer coupling on the magnetic phase transition can be explored by studying its effect on the critical thickness.

To precisely control the film thicknesses, we grew the cobalt and nickel films as crossed wedges (Figure 11), which we then scanned under the PEEM microscope. At each point, the microscope imaged only a small area in which the thicknesses were approximately constant. Magnetic domain images of the cobalt and nickel films were constructed by taking the ratio of intensities at the
L3 and L2 edges of the cobalt and of the nickel, respectively. The critical thickness of cobalt or nickel film could be easily identified as that at which the magnetic domains disappeared (Figure 12). From these measurements, we constructed a complete magnetic phase diagram identifying three types of magnetic phase transitions as the film thicknesses increased (Figure 13). We also performed Monte Carlo simulations to better understand the phase transitions.

The first type of transition (from region I to region II or III) begins with both films in the paramagnetic state, and one film stays in the paramagnetic state while the other film undergoes the magnetic phase transition. For this case, the paramagnetic film has no effect on the phase transition of the other layer. In the second type of transition (from region II or III to region IV), one film stays in the ferromagnetic state and the other layer undergoes the magnetic phase transition. For this case, the ferromagnetic layer reduces the critical thickness of the other film (or increases the Curie temperature of the other film). In the third type of transition (from region I to region IV), both cobalt and nickel films undergo a single phase transition, even when one of the film thicknesses remains unchanged. For this case, the magnetic fluctuations of the two films are linked together by interlayer coupling.
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X-Ray Microdiffraction of Stress Gradients in Thin Metallic Films

A key metric in the economics of microchip fabrication is the yield, the fraction of chips manufactured that do not have fatal defects. The value of your semiconductor stock may depend on the company’s ability to consistently achieve a respectable yield during the lengthy sequence of chip processing steps. One potential source of decreased yield that is of increasing concern as the metal conductors on chips become ever narrower is the generation of mechanical stresses during those processing steps where chips are heated to several hundred degrees centigrade and then cooled. These stresses can cause deformation in the metal that ultimately leads to circuit failure. Spolenak et al. have taken advantage of the ability of x-ray beams focused to very small spots less than one micrometer in diameter to measure the stresses in metal layers on semiconductor substrates after heating and cooling. Their discovery of microscopic variations (gradients) in the stress distributions may lead to a strategy for reducing stress and damage.

Metallic microcomponents are usually subject to relatively high mechanical stresses during the manufacture of integrated circuits. At first thought, one would assume that the deformation of a thin film on a substrate when heated and cooled would be uniform because the strain induced by the substrate is uniform. However, the voids and hillocks observed in thin-film systems indicate the contrary. Our industry/university/national laboratory collaboration has used x-ray microdiffraction to investigate local effects in an Al–0.5%Cu thin film, a typical alloy in microelectronics. Our observation of stress gradients within individual grains of the film suggests ways of minimizing damage during processing.

The stresses arise because the metal thin films are usually deposited onto semiconductor or ceramic substrates. Since most metals have a significantly higher coefficient of thermal expansion than their substrates, even small changes in temperature will lead to significant strains in the metallic layer and, consequently, to large mechanical stresses. For example, cooling an aluminum thin film on silicon from 400 °C to room temperature leads to a strain of roughly 0.8%. Even thin films, which can exhibit a sig-
significantly higher yield stress than their bulk counterparts, deform plastically at such high strains.

The most appropriate way to investigate these effects is by measuring stresses and strains locally. Beamline 7.3.3 at the ALS provides an ideal tool to measure stresses by white-beam X-ray microdiffraction. With a spot size well below 1 µm in diameter, even stress changes smaller than 20 MPa within a single grain can be determined. Laue patterns, which serve as the basis for stress analysis, are obtained for every spot on the sample. By moving the sample underneath the beam, complete stress maps are obtained.

Figure 14 shows stress maps in an Al–0.5%Cu thin film after cooling from 400 °C of the main deviatoric stress components and the maximum resolved shear stress (obtained by projecting the complete deviatoric stress tensor on all possible glide systems of a face-centered cubic lattice). The interesting observation is that not only do the stresses vary significantly from grain to grain, but they also exhibit gradients within single grains. Figure 15 illustrates how the observed gradients could arise: two grains with different yield stresses (stress at which dislocation motion causes plastic deformation) lead to shear stresses at the grain boundary and gradients in their neighbors.

The inability of the dislocations to move raises the yield stress. Usually in thin films, dislocation motion is constrained by the film thickness and the grain size. In particular, dislocations will travel only over a distance where the stresses
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Deviatoric stress maps of a 15-µm² area in the center of a 1.5-µm-thick Al–0.5%Cu layer on a 200-nm-thick SiNx membrane. Top left: Resolved shear stress (r pervasive) on the glide system experiencing the highest shear stress. Bottom left: Out-of-plane deviatoric stress in z (a’zz). Top right: In-plane deviatoric stress in x (a’xx). Bottom right: In-plane deviatoric shear stress in xy (a’xy). In a’xx, the area of interest is outlined with a white border, and the grains of interest are labeled alphabetically.
are uniform. Figure 16 shows that these stress “domains” within a grain can change their sign and size upon external stressing. Thus, the size of stress domains is an additional parameter that influences the yield stress of thin films. The smaller these domains are, the higher the yield stress will become in a particular grain.

Evidence that the grains investigated actually are at their yield stress is found in Figure 17. The change in crystal orientation over the width and length of the grain in conjunction with the local broadening of Laue peaks can only be accounted for by geometrically necessary dislocations that lead to grain rotation, a form of plastic deformation.

In summary, one can say that a significant step has been made toward understanding thin-film plasticity. Damage in thin films and thus the reliability of microcomponents are strongly influenced by the local stress distribution. Finding the key parameters that will reduce the width of the distribution and eliminate high stresses will help the design of more reliable devices. The most promising candidates for process optimization are grain size and orientation distributions (texture).
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High-Quality X-Ray Scattering Data for Water

For all its importance to our very existence, water continues to evade complete scientific understanding. Its structure (i.e., the locations of the atoms) is a case in point. In the main form of solid water (ice), each water molecule is bonded to four water neighbors in a rigid structure made up of connected hexagonal rings. When the ice melts, there is a broader distribution of bonding configurations, including a variety of polygons of varying sizes and degrees of puckering or distortion, that make the structure of liquid water more difficult to determine. The venerable technique of x-ray scattering (in which an x-ray beam shining on a sample emerges with different intensities at various directions) has long been used to study the structure of liquid water. Hura et al. have not only improved this technique, but they have combined it with a comparison of measured scattering patterns with those calculated from theoretical models of liquid water to determine the best model over a wide range of biologically relevant temperatures.

Given the importance of water, it is no surprise that determining the geometrical structure of this life-giving liquid has a long history. In principle, an accurate characterization of the structure of liquid water can be obtained from x-ray and neutron scattering experiments. However, the inconsistency in the experimental results over the past 30 years means that an accurate measurement of water structure is still needed. Our group from the University of California, Berkeley, and Berkeley Lab has now reported x-ray scattering data for pure water taken over a range of temperatures relevant to most life processes. The error estimates for the data were smaller than the discrepancies between data sets collected in past x-ray experiments (Figure 2). This achievement was due to past, but whose x-ray scattering intensities are qualitatively different from older x-ray data.

Structural information in the form of radial distribution curves can be derived from scattering data by Fourier transformation of the measured intensity curve as a function of the momentum transfer, \( Q \), to give the molecular centers distribution function of water (Figure 1). But before this transformation, it is necessary to correct the experimental data for several factors. Our new data from ALS Beamline 7.3.3 spans work over the last two years, in which we were able to gather high-quality x-ray scattering data for water over a range of temperatures relevant to most life processes.

![FIGURE 1](image_url)

**X-ray scattering pattern of liquid water at room temperature and pressure. Structural information can be extracted from the pattern either by Fourier transformation or by comparing it directly with patterns calculated from models of water.**
the use of a highly monochromatic source (the ALS), a well-characterized polarization correction, a Compton scattering correction that includes electron correlation effects, and better resolution and more accurate intensities from a modern CCD detector.

In addition to gathering data over a range of temperatures important to water, we introduced a new approach to interpreting the data. The common practice has been to report both the intensity curve and the radial distribution functions extracted from it, but the proper extraction of the real-space pair-correlation functions from scattering data is very difficult because of uncertainty introduced in the experimental corrections; the proper weighting of oxygen–oxygen, oxygen–hydrogen, and hydrogen–hydrogen contributions; and numerical problems of Fourier-transforming data truncated in Q-space. Instead, our group undertook the alternative strategy of directly calculating the x-ray scattering spectra from electron densities derived from density functional theory based on real-space configurations generated with classical water models. The model providing the most accurate simulation of the experimental intensity was then used to calculate the real-space pair-correlation functions (Figure 3).

Water models start with “normal” ice (at least 13 other structures are known), in which a water molecule is hydrogen bonded to four water neighbors in a tetrahedral structure, resulting in a crystal comprising connected hexagonal rings. In liquid water, the greater translational and rotational motion of the water molecules yields a broader distribution of hydrogen-bonded configurations. As temperature and pressure are increased or decreased, the structure of the 3D hydrogen-bonded network of water changes, giving rise to the well-known anomalous properties of liquid water. These altered water properties expand the functional versatility of the liquid solvent.

Models of the structure of water range from those derived from empirical force fields, to more recent models that incorporate many-body effects through polarizability, and finally to first-principles molecular dynamics studies based on well-defined approximations to the Schrödinger equation. We found that among the models showing very good agreement with the experimental intensities, the polarizable water model TIP4P-Pol2 shows quantitative agreement over the full temperature range. The resulting radial distribution functions calculated from TIP4P-Pol2 provide the current best benchmarks for real-space water structure over the biologically relevant temperature range studied in these experiments.
INVESTIGATORS
G. Hura, D. Russo, R.M. Glaeser, and T. Head-Gordon (University of California, Berkeley, and Berkeley Lab); M. Krack (Swiss Center for Scientific Computing, Manno, Switzerland); and M. Parrinello (ETH-Zürich, Switzerland).

FUNDING
National Institutes of Health, National Science Foundation, and Berkeley Lab Laboratory Directed Research and Development.

PUBLICATIONS


FIGURE 3

Real-space pair-distribution functions from the TIP4P-Pol2 model, which best reproduces the experimental x-ray scattering intensity curves for oxygen–oxygen (top) and oxygen–hydrogen (bottom) at 2 °C (red), 25 °C (blue), and 77 °C (dashed).
Designing a Novel Globular Protein Fold

DNA provides the starting recipe for the manufacture of proteins, large molecules that carry out much of the work that make up the daily life of a cell. How proteins do this work depends on their 3D structure, which is replete with folds, crevices, and other features that form from strings of molecules known as amino acids. But given only the sequence of amino acids specified by DNA, scientists cannot predict the final folded and compacted protein structure and, hence, how it works. Being able to predict structures could also confer to biologists the ability to design artificial protein structures that might themselves be useful. Kuhlman et al. have made a major advance toward this goal with a mathematical technique that takes the reverse approach of determining which amino-acid sequence will result in a specified protein structure. The researchers have tested their technique by designing a protein that does not exist in nature, synthesizing the protein, and verifying its structure at the ALS.

A major challenge of computational structural biology has been to create, from scratch, new proteins with heretofore unobserved 3D structures. Our collaboration from the University of Washington, Seattle, the University of North Carolina, Chapel Hill, and the Fred Hutchinson Cancer Research Center has now developed and demonstrated a methodology for protein structure prediction and design by creating the first artificial globular protein with a novel topology, a 93-residue protein called Top7. Significantly, the x-ray structure of Top7 agreed almost precisely with the structure specified by the computational model.

Protein function depends on the complex geometries assumed as sequences of amino acids (each comprising a carboxyl group, an amino group, and a side chain) link into chains of residues that form local structural units such as α-helices and β-strands, and finally fold into compact, 3D globular domains and multidomain structures. Previous computational protein design attempts have focused primarily on redesigning the sequence of naturally occurring proteins to enhance their stability or to achieve new functionality.

These methods generally start with a known, high-resolution structure of the target protein and then try to optimize the packing of different amino-acid side chains while keeping the backbone template (carboxyl and amino groups) fixed to arrive at new low-energy sequence solutions. The key features of these methods are an efficient search protocol for sampling the theoretically vast number of sequence permutations and an energy function designed to model the physical forces that hold natural proteins together.

We extended these concepts in our RosettaDesign method. However, we were faced with the additional challenge of sampling protein-backbone structural space as well as sequence space, since our goal was the creation of a novel fold (where no natural backbone template was available). To this end, we constructed RosettaDesign to iterate between full-scale optimization of the sequence for a fixed-backbone conformation and gradient-based optimization of the backbone coordinates for a fixed sequence. Beginning with a simple back-of-the-envelope sketch of the target, a novel α/β fold, and this protocol, we designed Top7, a 93-residue α/β protein with a topology not observed in the Protein Database (PDB), i.e., an artificial protein.

By means of a variety of biophysical techniques, we determined the synthesized Top7
protein to be monomeric, highly soluble, and extremely stable to chemical and thermal denaturation. Preliminary nuclear magnetic resonance (NMR) analysis also showed that Top7 had a rigid structure consistent with the target topology. Finally, thanks to the ALS Howard Hughes Medical Institute Beamline 8.2.1, we solved an x-ray structure of a single selenomethionyl-substituted variant of Top7 to 2.5-Å resolution with single-wavelength anomalous diffraction data.

This high-resolution crystal structure revealed that the Top7 protein adopted the designed topology and in fact was strikingly similar to the design model at atomic resolution (1.17-Å root-mean-square deviation, or RMSD, over all backbone atoms, Figure 1). The two models differ most in the region surrounding the first N-terminal (amino-group end) hairpin, but even here the all-atom RMSD did not exceed 2.8 Å. In contrast, the C-terminal (carboxyl-group end) halves of the crystal structure and the designed model are very similar, and core side-chain atoms are virtually superimposable (Figure 2).

The successful design of Top7 has two major implications. First, it is a strong validation of the understanding and description of the energetics of proteins and other macromolecules, much of which, incidentally, has been a consequence of the determination of high-resolution structures of those macromolecules. Second, it suggests that the development of protein therapeutics and molecular machines need not be limited to the structures sampled by the biological evolutionary process.

INVESTIGATORS
G. Dantas, G. Varani, and D. Baker (University of Washington, Seattle); B. Kuhlman (University of North Carolina, Chapel Hill); and G.C. Ireton and B.L. Stoddard (Fred Hutchinson Cancer Research Center, Seattle).

FUNDING

PUBLICATIONS
Structure of Telomere-Protecting Proteins

Chromosomes in the nuclei of cells contain DNA with the recipe for life, so it is fortunate indeed that nature has devised ways to protect and repair chromosomes. One protection mechanism comes in the form of telomeres, highly specialized complexes of DNA and protein molecules that form end caps for chromosomes, including regions at the very tip of single- rather than double-stranded DNA. Since the normal DNA-replication process during cell division doesn’t work in this region, an enzyme called telomerase takes care of this.

Protection of telomeres (Pot1) proteins have now been found in organisms ranging from yeasts to humans and appear to be essential to the end-capping process. They may also be part of the process by which the telomere is made available to telomerase during replication. Lei et al. have obtained a high-resolution structure of the portion of a Pot1 protein with a region of single-stranded DNA (ssDNA) in yeast. The details of their structure provide a framework for understanding telomere functions at the molecular level.

Telomeres are specialized protein–DNA complexes that cap the ends of linear chromosomes in eukaryotic cells. Recent discoveries in organisms from yeasts to humans have shown that Pot1 (protection of telomeres) proteins are involved in the chromosome capping, but the molecular mechanism for the binding between Pot1 and DNA remained unknown. Our group from the University of Colorado at Boulder and the Stowers Institute for Medical Research has now obtained high-resolution x-ray crystallography structures of complexes comprising a DNA-binding domain of Pot1 and sections of DNA in yeast that explain the binding specificity.

To explore the molecular mechanism of this binding specificity, we crystallized Pot1pN in three different forms in complex with either the pentanucleotide GGTIA or the hexanucleotide GGTTAC. From data obtained at ALS Beamlines 8.2.1 and 8.2.2, we solved the structure of one Pot1pN–GGTTA crystal form by means of single-wavelength anomalous dispersion and refined the structure to a resolution of 1.9 Å. Then we determined the structures of the other two crystal forms by molecular replacement and a searching model without the ssDNA. We found that the structures were essentially identical in all three crystal forms.

The crystal structure shows that Pot1pN consists of a compact single domain, the OB fold, ing the integrity of the chromosome, protecting it from degradation and from end-to-end fusion with other chromosomes. They also serve as substrates for the enzyme telomerase, which is responsible for replicating the end region in cell division. The DNA component of telomeres usually begins with a double-stranded region consisting of repeated sequences of five to nine base pairs, where the number of base pairs varies from species to species. It then ends with a single-stranded region rich in guanine (G) and thymine (T) bases called a 3’ overhang that bends back on itself to facilitate a protective t-loop structure.

Among proteins specific for this single-stranded overhang, Pot1 proteins provide the most widespread solution to chromosome end-capping in eukaryotes. Our previous biochemical work showed that the N-terminal DNA-binding domain Pot1pN in the fission yeast Schizosaccharomyces pombe, a popular model organism, had a sequence similarity to the first OB (oligonucleotide/oligosaccharide binding) fold of the α subunit of the telomere end-binding protein of the ciliated protozoan Oxytricha nova. However, without any structural information, the molecular basis for the DNA-binding specificity that ensures that Pot1 only binds to single-stranded G-rich telomeric DNA was not revealed.
comprising a highly curved, five-stranded, antiparallel \( \beta \) barrel, as implied by the sequence alignment. The single-stranded DNA binds in a basic concave groove, a characteristic of OB-fold proteins, formed by one side of the \( \beta \) barrel and two protruding loops (Figure 3).

More importantly, the structure explains the exceptionally high sequence specificity of protein binding. An unanticipated ssDNA self-recognition involving novel G-T base pairing compacts the DNA (Figure 4), and this folded DNA structure is bound by the protein through stacking and hydrogen bonding. Any base sequence change would disrupt the ability of the DNA to fold into this structure, thus preventing it from contacting the array of protein hydrogen-bonding groups. Mutational analysis established the in vivo biological importance of the Pot1–ssDNA interaction by showing that two residues that were already implicated by the structure in DNA binding are also important for telomere maintenance and cell survival (Figure 5).

The structure will serve as a framework for understanding telomere functions at the molecular level. These functions include Pot1 protein’s essential role in chromosome end-capping in \( S. \text{pombe} \), its contribution to regulation of telomerase in human cells, and its proposed role in switching telomeres between the protective t-loop and an open structure accessible to telomerase during replication.
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Structure of RNA Polymerase II and Initiation of Transcription

It does no good to have a huge library if there is no way to access the books and read them. It’s the same story with genetic information. DNA gets all the attention as the library for genes, but constructing a functioning human requires translating them into the molecules of which we are made. The first step in this transformation is transcribing the genetic information into carrier molecules called messenger RNA. As with almost every cellular function, enzymes catalyze the biochemical reactions that make up the transcription process. In humans, the enzyme comes in three varieties: RNA polymerase I, II, and III. Bushnell and Kornberg have determined the atomic structure of the complete RNA polymerase II (pol II). The details of the structure show how the enzyme grasps the DNA so that it can be read to make RNA. Understanding pol II is of great importance, since it should provide insight into gene expression and the many processes that are affected by gene expression.

Before the genetic information that is stored in a cell can be put to use, DNA must first be transcribed into messenger RNA, which is then translated to produce a protein. Transcription is directed by an enzyme called RNA polymerase, the most of important of which for higher organisms, like humans, is RNA polymerase II, or pol II. We have been able to crystallize the full 12-subunit, initiation-competent form of pol II and have determined the structure to a resolution of 4 Å by x-ray crystallography. The new structure clarifies the important role of the two subunits, Rpb4 and Rpb7, in initiating transcription by clamping the DNA so that its sequence can be read.

There are three closely related RNA polymerases termed RNA polymerase I, II, and III. While the three polymerases are related, RNA polymerase II or pol II is responsible for the vast majority of messenger RNA produced. If we understand how pol II works, we should gain insight into gene expression and the many processes that are affected by gene expression. Pol II is a large protein complex with a mass about 0.5 Mda and up to 12 subunits. This complex molecular machine is capable of unwinding DNA, making RNA, and proofreading the RNA. The atomic structure of pol II should give insights into how it works, and scientists have spent much effort attempting to solve its structure. In 2001, after 10 years of effort, the atomic model of the core 10 subunits of pol II was solved to 2.8 Å by means of x-ray crystallography at high-intensity sources.

To start transcription, pol II requires two additional subunits: Rpb4 and Rpb7. These two subunits are known to form a stable complex that can disassociate from pol II, but little is known about their role in transcription initiation. In bakers’ yeast, the most-studied form of pol II, Rpb7 is required for cell viability and has OB (oligonucleotide/oligosaccharide binding) and RNP (ribonucleoprotein) domains, both of which can interact with RNA. Rpb4, however, is not essential, and its only distinct sequence characteristic is a highly charged domain. The next
obvious step was to add subunits Rpb4 and Rpb7 to the 10-subunit core and see what the initiation-competent form of the enzyme looked like.

We were eventually able to grow crystals, which we took to ALS Beamline 8.2.1, where we collected diffraction data to 4 Å. This resolution was sufficient to dock the 10-subunit pol II structure and the structure of archaeal homologs of Rpb4 and Rpb7. For the first time, we understood how the Rpb4 and Rpb7 subunits were associated with pol II. We found that they were located next to a large mobile region of pol II termed the clamp, which resides along one of the two possible RNA exit channels (Figure 6). The clamp had previously been shown to move by as much as 18 Å, and the state of the clamp is important for RNA and DNA interaction.

Only when the clamp is closed is pol II in a state where DNA can be read to make RNA. Rpb4 and Rpb7 buttress the clamp into a closed state by connecting it to a nonmobile region of pol II. Forcing the clamp closed in this way leaves pol II in a state where it can interact with DNA properly to make RNA. Once the DNA is threaded and RNA production has started, the clamp will stay closed and Rpb4 and Rpb7 can leave. It is possible that the RNA-binding site of Rpb4 plays an additional role by interacting with the newly synthesized RNA, but this hypothesis requires further investigation.
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The Unusual Open-Ring Structure of the Rho Transcription Termination Factor

Decoding the genetic information held in double-stranded DNA begins with the process called transcription, which produces single-stranded messenger RNA. An important question for organisms from humans to bacteria is how to terminate transcription in time to insure that only the proper information is decoded, since the messenger RNA migrates to the cellular factory where the molecules of life are manufactured. It turns out that bacteria accomplish this task via an enzyme known as the Rho transcription termination factor, or simply the Rho factor. A great deal of research has revealed the basics of how the Rho factor works, but without an atomic structure of the molecule, many mysteries remained. Skordalakes and Berger have obtained such a structure for the Rho factor in contact with a segment of messenger RNA. Their structure, which includes an unusual open-ring conformation, not only answers many questions regarding the function of Rho in transcription termination, but it probably also represents a general operating mechanism for a number of essential molecular machines.

The proper termination of the transcription of DNA into messenger RNA is essential for gene expression. In bacteria, one mechanism of transcription termination requires the action of a hexameric, 5’→3’ RNA/DNA helicase known as the Rho factor. Despite a plethora of available biochemical, genetic, and electron microscopy information, many mechanistic questions regarding the function of Rho in transcription termination have remained unanswered. To help address these issues, we have solved the structure of the full-length Rho hexamer in complex with a nucleic acid substrate and an adenosinetriphosphate (ATP) mimic at 3.0-Å resolution.

Rho initially binds about 40 bases of cytosine-rich, single-stranded RNA (ssRNA) in a nascent transcript via its primary RNA binding site, which is located in its N-terminal domains. Once Rho attaches, the RNA is passed on to a set of secondary RNA binding sites, located in its C-terminal domains. Binding at the secondary sites activates ATP hydrolysis, a function essential to the activity of Rho. Once activated in this manner, Rho uses energy derived from ATP hydrolysis to translocate along the messenger RNA until it reaches an RNA polymerase stalled at a pause site. Rho then unwinds the RNA/DNA duplex trapped in the polymerase, terminating transcription.

Our structure, based on data obtained at ALS Beamline 8.3.1, showed that within the hexamer, the N- and C-terminal domains of each subunit are organized to position the primary RNA binding site adjacent to the secondary RNA binding sites (Figure 7). The result of this arrangement is that each primary site is poised to
feed the 3′ end of the bound RNA segment into the hole of the ring where translocation occurs. Interestingly, biochemical studies have shown that Rho can bind over 70 nucleotides of RNA; this capability derives from arranging the six primary RNA binding sites such that the RNA “zig-zags” from site to site around the perimeter of the ring (Figure 8).

Finally, the structural model helps explain how a number of conserved signature sequence motifs—the P, Q, and R loops—communicate with each other during Rho function. Each of these regions turns out to be co-localized in the interior of the hexamer. The result of this arrangement is that any RNA that binds in the hole of the ring would contact some of these loops (the Q and R motifs) directly, an interaction that would in turn be communicated to catalytic elements responsible for ATP liganding and hydrolysis (the P loop). By this route, Rho is therefore organized to couple the chemical energy of ATP to translocation along RNA.

One additional feature of note in this regard is that we observed the Rho hexamer bound to the ATP analogue ANPPNP in all six of its ATP binding sites, and for this to occur, it appears that the ATP-binding pocket needs to be further conformationally rearranged, an event that could occur upon closure of the hexameric ring, as the appropriate contacts are formed between Rho and its messenger RNA substrate.

In conclusion, we note that the unusual open-ring arrangement of the Rho hexamer has significance for the action of a number of other essential motor proteins, and it probably represents a general mechanism by which some of these molecular machines likewise associate with their target substrates.
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Protein Pump Reveals Secrets of Drug Resistance

They say that what doesn’t kill you makes you stronger. Despite the development in the twentieth century of “miracle drugs” such as penicillin, scientists have begun to report the emergence of drug-resistant strains of bacteria that were once considered in check. Antibiotics, if used judiciously and conscientiously, can eradicate a bacterial infection; however, their inappropriate or incomplete use provides an opportunity for any drug-resistant mutations in a population to flourish. As a result, bacteria that were once considered benign or controllable, such as those responsible for food poisoning, tuberculosis, and pneumonia, are reemerging in more aggressive forms that are more difficult to treat. Basic research plays a critical role in responding to this problem. The AcrB pump, as revealed by the atomic structure determined by Yu et al., is extremely versatile in trapping and expelling toxins (including antibiotics) from bacteria. Although strategies for inhibiting these pumps are still at the early stages of research, structural knowledge about such bacterial defense mechanisms can lead to more effective avenues for drug-based counterattack.

In the race to stay one step ahead of drug-resistant bacteria, our group from the University of California, Berkeley, and Berkeley Lab obtained high-resolution structures of AcrB, a bacterial protein complex that repels a wide range of antibiotics. The structures offer new insight into how bacteria survive attacks from different antibiotics, a growing health problem called multidrug resistance. As we learned, these robust defenses are rooted in the protein complex’s remarkable ability to capture and pump out a spectrum of structurally diverse compounds. The research may inform the development of antibiotics that either evade or inhibit these pumps, allowing drugs to slip inside bacteria cells and kill them.

AcrB is a protein that resides in the inner membrane of Escherichia coli cells. It works in unison with two other proteins to rid the bacteria of toxins. Based on earlier studies, we knew that AcrB boasts a large cavity capable of binding with a vast range of antibiotics and other molecules. But precisely how this cavity accommodates so many shapes and sizes remained unclear. To witness this trickery, we crystallized the protein in the presence of four molecules—an antibiotic, a dye, a disinfectant, and a DNA-binding molecule—and exposed the crystals to extremely bright x rays at ALS Beamline 8.2.2. The resulting 3.5- to 3.8-Å-resolution images provide the closest look yet at a phenomenon common to all living cells: the ability to expel a diverse flotilla of toxins using one pump.

Multidrug pumps such as AcrB play important, but double-edged, roles. Normally, harmless colonies of E. coli inhabit animal intestines. In this environment, scientists theorize that AcrB’s chief function is to trap and expel bile salt, which is toxic to the bacteria. Unfortunately, if a mutated form of E. coli causes food poisoning, a broad regimen of antibiotics is needed to fight the infection because AcrB shields the bacteria from many more compounds in addition to bile salt. In the structures obtained at the ALS, each of the four molecules crystallized with AcrB bonded to a different location in the protein’s cavity, and each bond utilized a different set of amino-acid residues (Figure 9). The researchers suspect the cavity possesses areas where many types of antibiotics could be captured.

These results underscore the need to pursue alternative ways of fighting drug resistance. Currently, pharmaceutical researchers combat resistance by tweaking an antibiotic’s molecular structure so that it isn’t compatible with a pump’s binding site. This is difficult work to begin with, largely because antibiotics must adhere to strict potency and safety regulations that limit the
extent to which they can be modified. Add to these restrictions a better understanding of AcrB’s readiness to bind with an array of compounds, including the most carefully engineered antibiotics, and the job appears even more difficult.

Instead, we believe our work supports another strategy in which the multidrug pump is disabled. In *E. coli*, such monkey-wrenching is possible because AcrB connects to a funnel-shaped protein embedded in the bacteria cell’s outer membrane. This protein ejects the antibiotics trapped in the AcrB cavity. If a specially designed molecule could lodge inside the funnel, the pump would be rendered useless and antibiotics would be allowed to slip inside the cell unhindered.

To support these advancements in drug design, our team will next use the ALS to more fully explore how AcrB binds with a structurally diverse range of antibiotics. We believe a fuller understanding of the *E. coli* multidrug pump will shed light on similar pumps found in other harmful bacteria, which could lead to better treatments for a variety of infections.
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**Glycoprotein Receptor Yields Clues to Platelet “Stickiness”**

Most of us are fortunate indeed that our blood clots. Otherwise, like those suffering from bleeding disorders such as hemophilia, we would find injuries as trivial as paper cuts to be life-threatening.

Sometimes clotting is not so beneficial, as those surviving heart attacks and strokes resulting from narrowed arteries blocked by clots know full well. Clotting itself is a quite complex process ending in the production of fibrin molecules that clump together into an insoluble mesh and capture red blood cells and platelets, thereby forming a clot. One of the many key steps is that by which the platelets become sticky. The enzyme thrombin plays a role, when it binds to GpIbα, a receptor on the surface of platelets. Dumas et al. have determined the molecular structure of the part of the receptor involved in the binding while the binding is underway. Understanding the binding mechanism offers opportunities for developing drugs to treat coronary artery and related diseases by controlling overzealous clotting.
Glycoprotein Ibα (GpIbα), a receptor on the surface of platelets in the blood, binds to several signaling molecules including thrombin, an enzyme released from damaged tissue that is required for blood clotting. Abnormal (both too much and too little) GpIbα-thrombin binding is associated with many pathological conditions, including the formation of blood clots that can cause heart attacks and strokes by blocking arteries (thrombosis) and bleeding disorders such as hemophilia. To gain insight into the adhesive mechanism by which platelet receptors regulate formation of a blood clot, our group from Wyeth Research has determined the crystal structure of a key portion of the GpIbα receptor in complex with thrombin.

Direct interaction between GpIbα and thrombin is essential for initiation of platelet procoagulant activity, and exposure to very small concentrations (< 1 nM) of thrombin is sufficient to induce aggregation and activation at sites of vascular injury. The portion of the GpIbα receptor we studied is the extracellular domain, which resides outside the platelet membrane. The crystal structure of the complex, obtained to a resolution of 2.6 Å at ALS Beamline 5.0.1, operated by the Berkeley Center for Structural Biology, provides important details of GpIbα–thrombin interactions, thereby opening promising avenues both for further investigation and for development of novel antithrombotic drugs to treat coronary artery and other diseases that involve reduced blood flow.

The structure reveals that both the GpIbα and thrombin molecules are bivalent. Two highly electronegative regions on the surface of GpIbα simultaneously interact with two positively charged surface patches or “exosites” located on opposite poles of thrombin (exosites I and II). In the crystals, pairs of GpIbα and thrombin molecules associate as crystallographically independent complexes (Figure 10). Two types of GpIbα–thrombin interfaces that are related by crystal symmetry are evident within adjacent complexes of oligomeric arrays in which the two distinct binding sites continuously alternate throughout the crystal (Figure 11).

The first interface involves interactions between thrombin exosite I and a site on GpIbα that spans a surface area of about 1400 Å². The binding interactions between GpIbα residues and residues of exosite I are predominantly electrostatic. A second binding interface lies between exosite II of a second thrombin molecule and two adjacent regions of GpIbα (the C-terminal end of the extracellular domain and the convex surface). This extensive interface covers a surface area of about 2000 Å². About 60% of this interface consists of a network of hydrogen bonds between the sulfated anionic region of GpIbα and highly basic residues in thrombin exosite II. Three tyrosine (Tyr) residues in this anionic region, including attached sulfate groups (necessary for optimal binding in vivo), participate in ionic and hydrophobic interactions with exosite II. In the remaining part of the GpIbα–exosite II interface, residues on the convex face of GpIbα make mostly
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hydrophobic contacts with thrombin.

In the context of cell–cell recognition and GpIbα-dependent platelet adhesion, the high affinity of thrombin for platelets and the associated thrombotic activity at physiologically relevant, low thrombin concentrations are likely accounted for by additive energetic contributions from individual GpIbα–exosite interfaces. In this regard, fortuitous crystal packing of the GpIbα receptor relative to thrombin provides a scaffold that could support tight multivalent adhesive interactions between platelets in vivo.

Given the mode of assembly depicted, a GpIbα receptor projecting from the cell membrane would interact with another GpIbα receptor indirectly through an intervening thrombin molecule (Figure 12). In this arrangement, GpIbα receptors from different membranes are aligned in alternating fashion, and the active site of thrombin remains accessible for other physiological substrates. This linear zipper configuration resembles the “cell-adhesion zipper” seen in other proteins involved in cell adhesion.
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Ultrafast XANES Technique Reveals Photochemical Transients

Without chemical reactions induced by light (photochemistry), plants would not be able to convert sunlight via photosynthesis into energy for growth, nor would we be able to see the plants. But scientists motivated to study these and a host of other natural and industrial photochemical reactions face a problem. The reactions often comprise a sequence of events that follow each other extremely rapidly, sometimes in less than a trillionth of a second. Ultrafast lasers have been widely and successfully applied to the problem, but they are not a universal solution. X-ray spectroscopy can provide essential information, but until now, the combination of high-speed x-ray sources and experimental setups optimized for the weak signals generated have not been available. Saes et al. have recorded x-ray spectra of short-lived photochemical structures involving ruthenium metal in solution with a time resolution of about 100 trillionths of a second. While slower than the fastest lasers, their experiments constitute a proof of principle that the era of ultrafast x-ray spectroscopy has now arrived.

Ultrafast, time-resolved x-ray experiments are on the frontier of synchrotron radiation science with several demonstrations of white-light (Laue) x-ray diffraction to track structural changes on the picosecond time scale. Comparable experiments with x-ray absorption are more challenging because data must be recorded at each photon energy over the spectral range of interest. Transient, photochemical intermediate states in solution pose the additional difficulty of a solvent whose effects must be accounted for. Our team of researchers from the University of Lausanne, the Swiss Light Source, the University of California, Berkeley, and the ALS have paved the way for experiments of this type by using x-ray absorption near-edge structure spectroscopy (XANES, also known as NEXAFS) to detect the change in oxidation state of the central ruthenium atom in a laser-excited ruthenium complex in solution.

Charge-transfer processes during photochemical reactions occur in a large class of systems from small molecules to large metalloproteins. One thinks of photosynthesis in plants and vision in animals as prime examples in the natural world, but industrial instances abound as well. In principle, XANES is the ideal tool for studying the electronic structure of laser-excited transient states. Similarly, extended x-ray absorption fine structure spectroscopy (EXAFS) would be the choice for elucidating the changes in geometrical structure in these noncrystalline systems. Synchrotron sources are fast and intense enough to probe transients lasting 100 ps or longer. But there have been no reports of synchrotron-based, time-resolved x-ray absorption spectroscopy of transient, photochemical intermediate states with subnanosecond time resolution.

To record these short-lived states, we used an experimental setup sensitive enough to record the weak signals, reduce background to the shot-noise level of the pulsed x-ray source, and minimize interference from the solvent. For our pump–probe measurements, we chose ruthenium (II) tris-2,2'-bipyridine \([\text{Ru}^2\text{(bpy)}_3]^2+\), a model transition-metal complex for studies of ultrafast electron-transfer processes, dissolved in a free-flowing jet of water. As the probe, we used x rays from ALS Beamline 5.3.1 with the ALS operating in its “camshaft” mode with a single, bright pulse of x rays in the midst of a 100-ns-long dark interval. An amplified, frequency-
doubled titanium-sapphire femtosecond laser, synchronized with the ALS, served as the pump. Laser excitation creates a ruthenium (III) singlet state that decays in 100 fs to a triplet state, \( ^1\text{[Ru}^\text{III}(\text{bpy})^2\text{]}^2^+ \), which has a lifetime of 300 ns and is the transient whose electronic structure was studied by XANES (Figure 1). As a baseline for the ruthenium (II) and ruthenium (III) states, respectively, we measured the static XANES spectrum of the unexcited complex and added from the literature a spectrum for \( \text{[Ru}^\text{III}(\text{NH}_3)^6\text{Cl}_2] \). We then made the transient measurements in such a way that only the change in absorption (the transient part) was recorded (Figure 2). We determined the temporal resolution of the measurements to be 100 ps, governed by the x-ray pulse width, from the temporal evolution of the absorption at a particular wavelength as the delay between the exciting laser pulse and the probe x-ray pulse increased (Figure 3).

Two independent approaches to analyzing the transient absorption agreed that the basic features of the transient ruthenium (III) state are
a 1.2-eV shift to higher energy of a pre-edge feature at 2841 eV due to a \( 2p_{3/2} \rightarrow 4d_{3/2}(e_g) \) transition and the onset of a new absorption due to a \( 2p_{3/2} \rightarrow 4d_{5/2}(e_g) \) transition. Both of these features, present in the static spectra, were already known, but this is the first time that such details have been extracted from transient XANES. We believe that the same approach can be applied to EXAFS measurement of local structural changes.
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Why Alcohol and Water Don’t Mix

Imbibers have long been combining alcohol and water in myriad beverage concoctions. For example, Homer’s account of the Trojan War reported that the Greeks mixed their wine with water to avoid insanity. Scientists, for entirely different reasons, have spent the past four decades studying how alcohol and water mix at the molecular level. Alcohol in water is one of the fundamental liquid–liquid solutions endemic to countless chemical and biological processes. Until now, however, experimental data on the molecular properties of such solutions came primarily from neutron diffraction analysis and sent mixed messages. The study by Guo et al. of methanol, a nondrinkable form of alcohol that can provide insights into the behavior of other alcohols, sheds light on a 40-year controversy over what kinds of molecular structures are formed in pure liquid methanol. It also suggests an explanation for the well-known puzzle of why alcohol and water do not mix completely: the system must balance nature’s tendency toward greater disorder (entropy) with the molecules’ tendency to form hydrogen bonds.

The ability to determine the mixing properties of different liquids is of great importance: many vital chemical and biological processes take place in aqueous solutions. Our group has used x-ray absorption and selectively excited x-ray emission spectroscopy to study the electronic states of liquid water mixed with the simplest type of alcohol, methanol. The emission spectra obtained in this study reveal that the water and alcohol molecules in solution form complex hydrogen-bonded networks and mix very little at the microscopic level. The results illustrate the technique’s potential to provide new and valuable information about the microscopic origins of the properties of liquids and solutions.

Our knowledge about the geometry and electronic structure of molecules in the liquid phase is very limited. Not only do the molecular arrangements change rapidly—on the scale of picoseconds to femtoseconds—but the properties of the individual molecules are also constantly changing, and interactions between the molecules cannot be neglected. Thus, it is not surprising that there is still much to learn about common and simple liquids.

One big mystery has involved the fact that, when alcohol and water mix, the disorder or entropy in the resulting system does not increase as expected for ideal solutions. This anomaly has traditionally been explained in terms of hydrophobic interactions involving alcohol molecules that induce a static, ice-like structure in the sur-
rounding water. However, despite a great deal of effort spanning four decades, a convincing description of the details of the incomplete mixing is lacking, and no consensus on the correct explanation has been reached.

To shed light on this puzzle, we turned to ALS Beamline 7.0.1, where we studied the absorption and emission of x rays by liquid methanol in and out of solution with water. The spectra obtained reflect the local electronic structure; in particular, the oxygen line shape is sensitive to the hydrogen bonding configurations. Information about the molecular arrangements can therefore be obtained by comparison to theoretical predictions.

The results show that the structure of liquid methanol at room temperature is a combination of rings and chains, each made up of either 6 or 8 methanol molecules (Figure 4). When water is added, the methanol chains interact with varying numbers of water molecules. These “bridging” water molecules bend the chains into open-ring structures that are stable because their glue-like hydrogen bonds are saturated (Figure 5). This means that the mixing of alcohol and water on the microscopic level is incomplete no matter how long you wait.

The high degree of order in these clusters reduces the overall entropy of the liquid. Yet entropy must either stay the same or increase in the liquid. So to preserve the second law of thermodynamics, nature discourages the formation of too many such clusters in the liquid. Indeed, the measurements indicate that only a portion of the chains are being bridged. While the formation of clusters prevents full mixing, the second law of thermodynamics limits the degree of order in the system, suggesting a competition between increasing entropy and hydrogen bonding of clusters.

Devotees of scotch and water should now be advised they may never attain the perfect blend. While methanol is poisonous when consumed, its molecular behavior when mixed with water is
expected to be the same as that of ethanol, the drinkable form of alcohol. Beyond advances in mixology, however, this study establishes a valuable tool for probing the molecular properties of liquids and solutions, something that until now has been difficult to do. The results have substantially refined both our knowledge of structure and order in methanol and methanol–water solutions and our understanding of the unusual thermodynamic properties of this common liquid mixture.
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Orbital Mixing Between Water and Dissolved Ions

Water is a coolant, a heat reservoir, an acid, a base, a nearly universal solvent, and a weak electrical conductor; it plays a wide range of roles from regulating the Earth’s climate to affecting the way proteins fold. Many of water’s unusual properties arise from its propensity to form hydrogen bonds with nearby molecules. Hydrogen bonds are relatively “loose,” based on attractions between opposite electrical charges. To better understand what happens when such bonds are formed between water molecules and dissolved ions, Näslund et al. studied the electron orbital structure of oxygen using an x-ray absorption spectroscopy technique that allows measurement of aqueous solutions at atmospheric pressure and room temperature with great sensitivity to the local environment of the dissolved ions. With this technique, combined with a powerful computational theory, the researchers gained insight into the local electronic structure of a hydrogen-bonded liquid and were able to identify the “fingerprint” of the molecules in direct contact with a dissolved (solvated) metal ion.

The essential role of water as a solvent in chemistry and biology is closely connected to the chemical interactions between dissolved ions and the water molecules immediately surrounding them (the “first hydration shell”). With recent developments in soft x-ray absorption spectroscopy (XAS) applied to liquids under ambient conditions, selectively measuring the electronic structure of such water molecules in the solution is now possible. By combining such measurements with density functional theory (DFT) calculations, our collaboration involving researchers from Sweden and the U.S. has demonstrated that the molecular orbitals of the water molecules in the first hydration shell will mix with the d orbitals of a dissolved transition-metal ion, resulting in characteristic pre-edge features in the oxygen 1s XAS spectrum. The technique is sensitive enough to easily detect an additional chlorine ion in the hydration shell.

We made our measurements at ALS Beamline 8.0.1. The experimental oxygen 1s XAS spectrum of water with dissolved chromium chloride [CrCl₃(aq)] has a pre-edge region (532–536 eV) containing features not seen in the spectrum of water with dissolved aluminum chloride [AlCl₃(aq)]. This difference arises because the chromium’s empty d states (characteristic of transition metals) cause it to bond differently with the surrounding water molecules than the (non-transition-metal) aluminum. A subtraction procedure enhances the differences and reveals three peaks (Figure 6).
Our DFT calculations for the chromium–water cluster \([\text{Cr}(\text{H}_2\text{O})_6]^{3+}\) assign the two features at 533.8 and 535.8 eV to molecular orbitals having strong metal d character. In the computed spectrum of a similar complex in which one chloride replaces a water molecule in the first hydration shell \([\text{CrCl}(\text{H}_2\text{O})_5]^{2+}\), the spectrum is shifted upward by about 1 eV, generating a feature at 534.5 eV. The conditions of the experiment were such that an equal mixture of \([\text{CrCl}(\text{H}_2\text{O})_5]^{2+}\) and \([\text{Cr}(\text{H}_2\text{O})_6]^{3+}\) must be expected, and this expectation is beautifully confirmed in the resulting soft x-ray spectrum.

To show that the mixing between the molecular orbitals of water and the Cr\(^{3+}\) d orbitals represents a specific example of a more general phenomenon, we also studied solutions of another transition metal, iron, which has a much more complicated solution chemistry. The bonding of the Fe\(^{3+}\) ion is strong enough to cause deprotonation of the surrounding water molecules, resulting in hydroxide ions (OH\(^-\)) in the first hydration shell. Alternatively, the addition of hydrochloric acid to the solution lowers the pH, inhibits deprotonation, and promotes the presence of chlorine ions in the first hydration shell.

Spectra of a sequence of Fe\(^{3+}\) complexes allow a definite assignment of the distinct and complicated d-orbital features at 530.0, 531.6, and 532.8 eV in the FeCl\(_3\)(aq) spectrum (Figure 7).

Computed x-ray absorption spectra indicate that the first peaks in the FeCl\(_3\)(aq) spectrum, at 530.0 and 531.6 eV respectively, are due to the interaction between OH\(^-\) molecular orbitals and d orbitals in the metal. This is confirmed by the absence of these two peaks in the low-pH FeCl\(_3\) spectrum (where OH\(^-\) is replaced by Cl\(^-\)). The broad peak at 532.8 eV is then assigned to the d interaction of the water molecules in the Fe\(^{3+}\) ion hydration shell. Overall, it was possible to assign all the peaks in the spectrum based on computed spectra for various possible compositions of the first hydration sphere.

Experimental oxygen 1s x-ray absorption spectra of various aqueous solutions. Extra pre-edge features (shaded areas) only appear if the dissolved ion is a transition metal. Differences between the spectra of the various Fe\(^{3+}\) complexes are due to the interaction between OH\(^-\) orbitals and d orbitals in the metal. Also shown is the oxygen 1s x-ray absorption spectrum of pure water, with features attributable to three configurations (symmetric and asymmetric) of water molecules.
Although the interaction between the water and the transition-metal d orbitals was anticipated in the literature, until now, there was no direct experimental evidence for it. XAS, combined with DFT calculations, is the only technique sensitive and selective enough to directly probe local orbital changes resulting from such a weak interaction. Soft x-ray measurements on ionic solutions have thus been demonstrated to provide unique information on electronic structure, bonding, and composition in the first hydration shell of dissolved ions.
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First Photoelectron Imaging Studies of Pure Helium Nanodroplets

Among the behaviors of matter that are peculiar to quantum mechanics is superfluidity, the ability of a substance to flow without friction when it is cooled to within a few degrees of absolute zero. While superfluidity does have technological applications, chemists would also like to use superfluid helium in studies of gas molecules. When a single molecule is dissolved in a nanometer-sized droplet of superfluid (a nanodroplet), the molecule behaves exactly as it would in the gas phase but in a controlled environment. Before this type of experiment can be come routine, however, researchers need to understand the properties of isolated helium nanodroplets. For this purpose, lasers have been widely exploited, but they have limitations. Peterka et al. have instead employed a short-wavelength ultraviolet technique (vacuum ultraviolet photoelectron spectroscopy) in which they effectively take snapshots of individual electrons’ velocities as they fly away from the droplet after absorbing ultraviolet light. Their experiments represent the first step in characterizing helium droplets by this method.

The quest to understand the properties of dilute quantum fluids has stimulated the development of laser cooling and trapping, atom lasers, and renewed interest in fundamental quantum mechanics. One dense quantum liquid, superfluid liquid helium, has been the subject of study since its discovery in 1908. In the past decade, impurity-doped, cold liquid helium nanodroplets (0.38 K) have been studied extensively as an “ultracold nanolaboratory.” To avoid some of the limitations of lasers, we have performed the first photoelectron spectroscopy experiments on Heₙ droplets, with the number N of helium atoms per droplet ~10⁶. Our results
show strong evidence for many-body effects and final-state interactions between the photoelectrons and the helium atoms in the droplet.

Quantum fluids have provided both experimentalists and theorists challenges and pleasures. Among the experimental challenges have been optical studies of pure helium nanodroplets. The optically allowed electronic transitions of helium droplets lie well above the energy range accessible to laser spectroscopy, restricting experiments to synchrotron light sources. Thus far, fluorescence excitation spectra between 20–25 eV have been measured, as has the photoionization efficiency as a function of photon energy and droplet size. These experiments raise the issues of the mechanism of ionization in pure helium droplets, the competition between the mechanisms leading to ionization and fluorescence, and the interaction of the photoelectron with the atoms in the droplet.

To address these and other issues, we turned to photoelectron spectroscopy. Our experiments were carried out at the Chemical Dynamics Beamline 9.0.2 at the ALS. Vacuum ultraviolet (VUV) radiation from a 10-cm-period undulator was dispersed by a 3-m, normal-incidence, off-plane Eagle monochromator, yielding more than $10^{13}$ photon/s at 25 eV with a bandwidth of 15 meV. The droplets were produced by expanding high pressures of helium gas through a 5-μm cooled aperture (10–18 K), resulting in droplets of $10^3$–$10^4$ helium atoms.

The VUV light crossed the helium-droplet beam perpendicular to the axis of the electron-detection system, which uses the technique of velocity-map photoelectron imaging. In this configuration, all electrons with the same momentum in the plane parallel to the detector were imaged to the same point, eliminating spatial blurring and offering exquisite sensitivity to low-energy electrons with 100% collection efficiency. The image obtained is the 2D projection of the nascent 3D distribution of emitted photoelectrons. Standard tomographic methods allow the direct inversion of the image to extract the photoelectron velocity distribution.

Typical of our results are a photoelectron image (Figure 8), obtained following illumination of the droplet with 23.8-eV photons, and the associated distribution of the electron kinetic energy, $E_k$ (Figure 9). The photoelectron spectra are dominated by very low energy electrons, with $<E_k>$ less than 0.6 meV, that have an isotropic angular distribution. The bandwidth of the excitation light is 25 times greater than the average electron energy, clearly indicating decoupling of the excitation from the subsequent relaxation event. Over a range of photon energies (23–24.5 eV), the kinetic-energy distributions are nearly identical to the one shown. These results are attributed to the formation and autoionization of highly vibrationally excited He$_n^+$ Rydberg states within the cluster; the resulting electrons then undergo thermalizing collisions within the droplet before being emitted.
These experiments represent the first step in characterizing the photoelectron spectra of helium droplets. Future experiments include measurement of the photoelectron spectra above the helium ionization potential, where new ionization channels will be energetically accessible, and a study of cluster-size effects on the ionization process.
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Femtosecond Timer for Dancing Molecules

From the time the earliest humans tamed fire, fascination with burning and combustion has been a moving force behind many crucial discoveries. Today, the burning of fossil fuels is the major source of industrial power for the planet. Those studying the physics of atoms and molecules have a definite role to play in the quest to find ways to burn fossil fuels more efficiently and cleanly, thus minimizing their effects on the environment.

Acetylene, for example, is a very commonly used flammable gas with a simple molecular structure that makes it possible to conceive and execute experiments that generate fundamental and useful information. Osipov et al. have drawn on a recently developed experimental technique called COLTRIMS that tracks every ion and electron that emerges from a molecule that is ionized by x rays. They have used this method to measure the time it takes for acetylene to transform to a related molecule (isomer) with the same composition, thereby showing its value as a tool for clocking molecular rearrangements, including those in combustion.

Acetylene, besides being one of the most common flammable gases, has long been a subject of interest because of its simple molecular structure and the existence of its isomer, vinylidene. A novel approach to measuring the time scale for the isomerization of acetylene to vinylidene was recently introduced by our collaboration of scientists from Kansas State University, the University of Frankfurt, Berkeley Lab, and Western Michigan University. Cold-target recoil-ion momentum spectroscopy (COLTRIMS), with the capability to measure electron momentum, was used to conduct the kinematically complete experiment (Figure 10). We found that the x-ray K-shell photoionization of the cold acetylene
Acetylene (C$_2$H$_2$) has a well-known linear molecular configuration, with a triple bond between the carbons and a hydrogen atom at each end. It has an isomer, vinylidene, in which both hydrogen atoms reside on the same side of the molecule and are connected to the same carbon atom. The ground state of the neutral C$_2$H$_2$ molecule prefers to be in the acetylene (A) configuration. However, even a slight disturbance of the molecule—excitation, addition or removal of an electron—can make the vinylidene (V) configuration energetically preferred. The molecule is then likely to undergo a rearrangement process and convert its configuration from A to V.

The simplest model for this rearrangement is the tangential motion of the hydrogen atom around the molecule. Until recently, this process has been studied mainly through theoretical calculations of the intermediate transition states and experimental identification of these states in x-ray absorption and transmission spectra. Even a simple characteristic such as the time scale for this rearrangement has been widely debated, and experiments that provide direct information about this time scale are rare.

Our experiment involved the K-shell photoionization of acetylene and was carried out on Beamlines 4.0.2 and 9.3.2 during two-bunch operation at the ALS, which is an essential requirement for the time-of-flight measurements in COLTRIMS experiments. The measured flight times and positions of the photoelectrons and molecular fragments were converted into the corresponding vector momenta. From these momenta, the photoelectron angular distributions were obtained. The formation of vinylidene was clearly identified from the recoil-ion momentum spectra of the breakup fragments.

In the body-fixed frame of the initial molecule, the photoelectron distributions were found to exhibit very sharp angular features (Figure 11). These sharp features were used much like the hands of a clock to determine the angle through which the carbon–carbon bond had rotated between the excitation of the target, initially in the acetylene configuration, and the final decay of the molecule through the vinylidene decay channel. This angle, together with an estimation of the initial angular momentum of the molecule—the rotation speed of the clock hands—gave the time duration between the K-shell photoionization and the Coulomb explosion. Since the isomerization happens between those two events, this time can be considered an upper bound of the rearrangement duration. It was found to be around 60 fs.

Although the acetylene–vinylidene rearrangement study was the main point of this experiment, our technique of measuring the time scales of molecular rearrangements and fragmentation pathways can be applied to other systems. For example, it has also been recently used for determination of the lifetimes of the long-lived states of the carbon monoxide doubly charged ions produced after carbon K-shell photoionization, and it has been used to measure hydrogen migration times for molecules excited by intense laser pulses.
Auger-Electron Emission from Fixed-in-Space CO

When an atom or molecule absorbs an x ray, two things can then happen. First, one or more of the electrons gain energy from the x ray, creating an excited molecule. Second, the electrons lose some or all of the energy by a variety of decay processes. In 1926, French scientist Pierre Auger discovered one of the fundamental decay processes of excited atoms and molecules: the emission of an energetic electron (Auger electron). But even such basic information as the direction the Auger electron takes when leaving the atom or molecule has remained unknown. Scientists have also wondered whether the excitation and decay are two independent events or inseparable aspects of one event. The ability to answer such questions demonstrates that a solid understanding of the quantum mechanics that governs all matter, not just atoms and molecules, is in hand. Weber et al. have used a device sometimes called a momentum microscope to track the Auger decay of carbon monoxide in unprecedented detail, thereby boosting confidence in our ability to answer fundamental questions.

One of the longstanding and previously experimentally unresolved questions of molecular physics involves the direction in which a molecule emits Auger electrons. Using a powerful many-particle, multicoincidence imaging technique known as cold-target recoil-ion momentum spectroscopy (COLTRIMS), we can answer this question and unravel Auger decay in unprecedented completeness and detail. Specifically, for the Auger decay of carbon K-shell-ionized CO⁺, we have measured the Auger-electronized CO⁺, we have measured the Auger-electron energy and angle in coincidence with the energy and angle of both fragment ions of the CO²⁺.
The questions we addressed in our experiment were as follows: What is the direction of the Auger electron? Which states are involved and how does the direction depend on them? And finally, does the Auger decay have a memory of the photoionization step that created the decaying inner-shell hole? Our experiment was performed at ALS Beamline 4.0.2 to take advantage of the outstanding circular polarization properties of the beamline’s elliptically polarizing undulator. The photon beam intersected a supersonic CO gas jet inside a momentum spectrometer that uses electric and magnetic fields to guide simultaneously the Auger electrons and recoiling ions onto large-area, position-sensitive detectors. From the measured flight times and impact positions, the trajectories can be reconstructed.

The total energy available in the decay of the core-ionized CO+ is shared between the Auger electron, the kinetic energy release (KER), and the internal electronic excitation energy in the ionic fragments. The correlation between Auger energy and KER is shown in Figure 12. Each of the final ionic states leads to a diagonal line. The electronic ground state and the two first excited states are indicated by solid lines.

As an example, we focus on the narrow 1Σ⁺ line (B state) at around 250.5 eV in the energy diagram. An Auger-electron dependence on the direction of polarization of the photon that created the K-hole would indicate a breakdown of the widely accepted independent two-step model. This model plausibly assumes that if the Auger electron and photoelectron have very different energies, one can treat the first core-level photoionization and the second core-hole Auger-decay steps as independent processes, i.e., the Auger decay has no memory of how the K-hole was produced. The data shown in Figure 13 corroborate this idea because the Auger angular distributions are, indeed, polarization independent and, hence, are consistent with the two-step model.

Figure 14 shows the Auger-electron angular distributions for the regions I and II in Figure 12. For the transitions to the 1Π, 3Π, and 1Δ states in region I, the emission is mainly perpendicular to the molecular axis, as one expects for a Π wave. A completely different pattern is found in Figure 14 for the transition to the third 1Σ⁺ state, located along line C in region II in Figure 12. The fine structure is due to a diffraction of the Auger-electron wave in the two-center potential.

There is also a very narrow peaked emission of the electrons along the molecular axis in the direction of the oxygen. Such emission into the direction of the neighboring atom is known from photoelectron diffraction as “forward focusing.” The screened Coulomb potential next to the source of a photoelectron wave can act as a lens that collects a large amount of the electron flux into the forward direction. This analogy suggests that the Auger-electron wave does not emerge from a delocalized orbital spread over the whole molecule but from a localized region close to the carbon nucleus.
Angular distribution of Auger electrons from CO$^+$. Top: From region I in Figure 12 for a CO$^+$ ($^1\Sigma^+$) → CO$^{2+}$ ($^1\Sigma^+$) transition. Bottom: From region II for a CO$^+$ ($^1\Sigma^+$) → CO$^{2+}$ ($^1\Sigma^+$) transition. The full lines in the figures are a fit of Legendre polynomials to guide the eye.
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PUBLICATIONS
Demonstration of Coherent X-Ray Diffraction Imaging

For scientists in the burgeoning realms of nanotechnology and life science at the molecular level who want to peer at 3D images of objects with features measured in billionths of a meter (nanometers), there is no lens that can do the imaging. For samples consisting of a very large number of identical objects arrayed in a regular pattern (e.g., atoms in a crystal), a lensless alternative is to mathematically reconstruct the object (i.e., its atomic positions) from the intensities and directions of beams that are deflected (diffracted) as they pass through the sample. A growing number of researchers are now taking image reconstruction from diffraction patterns a big step further by studying individual, nonrepeating objects by the new technique of coherent x-ray diffraction imaging. Marchesini et al. are the first to accomplish lensless imaging without any supplementary information whatsoever (working with the diffraction pattern only), as shown by their 2D images of clusters of gold balls 50 nm in diameter.

In order to image the interiors of intrinsically noncrystalline objects with nanometer resolution, several groups have been developing the technique of coherent x-ray diffraction (or lensless) imaging; however, up until now they have required the use of additional image information to supplement the diffraction pattern. Our collaboration comprising researchers from Lawrence Livermore National Laboratory, Arizona State University, and the ALS has demonstrated the ability to make 2D images of clusters of gold balls 50 nm in diameter from diffraction data alone with a Rayleigh resolution of 10 nm.

The inversion of a diffraction pattern offers aberration-free, diffraction-limited, 3D images without the resolution and depth-of-field limitations of lens-based tomographic systems. Radiation damage becomes the main limiting factor. The best-known example, crystallography, is possible owing to special conditions, namely the existence of crystalline samples and auxiliary techniques for obtaining phase information. Coherent x-ray diffraction imaging (CXDI) eliminates the need for periodic arrays of identical objects and solves the phase problem mathematically.

Three ideas developed over half a century have contributed to the development of CXDI. In 1952, David Sayre (IBM T.J. Watson Research Center) noticed that conventional crystallography, by recording discrete Bragg diffraction spots, “undersampled” the diffraction intensity relative to a theorem of the late information theorist Claude Shannon (AT&T Bell Laboratories). In the 1980s, James R. Fienup (University of Rochester) developed iterative algorithms that efficiently extracted phase information from adequately sampled diffraction patterns like the continuous patterns from nonperiodic samples. Finally, in 1999, Jianwei Miao (now at the Stanford Synchrotron Radiation Laboratory) and colleagues working at the National Synchrotron Light Source reconstructed 2D images of lithographically prepared objects with a resolution of 75 nm. A number of groups have since achieved higher resolution and 3D imaging with both x rays and electrons.

In Fienup’s hybrid input-output algorithm, one starts with a diffraction pattern with random phases and then iteratively transforms between real space (the image) and back to reciprocal space (the diffraction pattern with phases). Each transform to reciprocal space provides improved phases for the next cycle. An essential constraint is the requirement that the intensity of the dif-
fraction pattern be zero outside the boundary of the object (the support). The better the support is known, the faster the iterations converge to an accurate image. Most researchers have relied on x-ray microscopy or other techniques to supply this information.

Our collaboration has been working to eliminate the need for supplementary experiments. Previously, we had succeeded by preparing on a silicon nitride substrate clusters of gold balls 50 nm in diameter together with an isolated single gold ball as reference that generated the information needed to construct the support. Now, we have done away with even that requirement with a new “shrink-wrap” algorithm. We use a transform of the diffraction pattern as the initial support (Figure 1). At intervals, we generate a new support from the transform of the current diffraction pattern. In this way, the support converges to a tight boundary around the cluster of balls, and the image also emerges (Figure 2). The reconstruction is superior to that from the hybrid input-output algorithm in the presence of noise, except when the initial knowledge of the support is known perfectly (Figure 3).

Work on 3D images from a series of diffraction patterns obtained at many illumination angles is underway. In the meantime, we believe that a resolution of 10 nm will be possible for

---

**FIGURE 1**

Measured x-ray diffraction pattern of two clusters of gold balls 50 nm in diameter.

**FIGURE 2**

Image reconstruction of two clusters of gold balls showing the convergence of both the reconstructed image and the support as the number of iterations increases (left to right) from 1 to 1000. For comparison, a scanning electron microscope (SEM) image is also shown. The Rayleigh resolution of the reconstructed image is 10 nm.
life-science samples, where radiation damage is an issue, and 2 nm for solids. A dedicated CXDI beamline at the ALS after a planned brightness upgrade could improve the figure to 1 nm, owing to an increase in imaging speed. The ultrabright, femtosecond x-ray pulses expected when the Stanford Synchrotron Radiation Laboratory's Linac Coherent Light Source comes online around 2008 may enable atomic-resolution imaging of single molecules.

**FIGURE 3**

Effect of noise on reconstruction error. The shrink-wrap algorithm (yellow) is superior to hybrid input-output algorithms with fixed support, except for the case when the support is known perfectly (green). The accuracy of the supports decreases from support 1 to support 4.
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**PUBLICATIONS**

As we go about our daily routines, year in and year out, carried along by the momentum of recent highs and lows and focused on getting over the next hump, it's easy to lose sight of the larger landscape in which we travel. Where did we come from? How did we get here? Where are we going? These are questions that, unfortunately, often get deferred until, with some surprise, we realize that, say, ten years have gone by since some milestone event and that many of our fellow travelers don’t share our vivid memories of the byways through which we have passed.

A decade after it first began operations in 1993, the ALS is at such a point in its history. Recent years have seen the buildout of the facility with all straight sections either occupied or spoken for. Superbends were suc-
cessfully retrofitted into the storage ring to extend the ALS’s range of photon energies. Plans for near-future upgrades include switching to a “top-off” injection mode and the replacement of older insertion devices with newer, chicaned versions. Further off in the distance lies the prospect of a “light-source campus” with proposed sister facilities such as CIRCE and LUX. As the ALS community contemplates its strategic direction for the next 5 to 10 years, we pause here to look back on the challenges, setbacks, and ultimately, the successes of those who, ten years ago, turned a vision into reality.

::

The Impossible Dream

Although 1993 marked the start of ALS operations, the true beginnings of the ALS date as far back as 1980, when David Shirley became Berkeley Lab director. Dave was a veteran synchrotron user at the Stanford Synchrotron Radiation Laboratory (SSRL). He felt strongly that synchrotron radiation could play a large role in U.S. science and that the West Coast in particular needed a low-energy machine. At about the same time, Klaus Halbach had realized that iron-free permanent-magnet wiggler and undulators could be built that would revolutionize synchrotron light sources. This was a technology that would make the ALS—the prototype “third-generation” light source—possible. In 1981, Jay Keyworth, President Reagan’s science advisor, was in Berkeley for the Lab’s 50th anniversary celebration. Dave pitched him the idea of the ALS as part of a National Center for Advanced Materials (NCAM). In January 1983 the proposal was added on to the federal budget for fiscal year 1984, bypassing the DOE and the peer-review process. Understandably, the scientific community balked, insisting that users be out in front, driving the process. The “add-on” was removed from the budget, and the ALS was back to square one.

::
After this false start, the normal peer-review process for the ALS began in October 1983, with the DOE’s Eisenberger-Knotek review of major facilities for materials science. The case for the ALS was made further in March 1984, at the Seitz-Eastmann review sponsored by the National Academy of Sciences (NAS). These reviews were very supportive of the idea of a soft x-ray facility, although a higher priority was given to building a hard x-ray facility. Philip Abelson, editor of *Science* magazine, was in the audience of the Seitz-Eastmann review and was impressed enough to feature an article about the ALS in the June 1985 issue. The article was very helpful in getting the case out into the larger scientific community, where many people found it hard to believe that you could get coherence out of uncorrelated electrons.

That summer, the National Science Foundation decided not to go forward with Aladdin, a soft x-ray facility at the University of Wisconsin-Madison. Although Aladdin has been operating now for many years, at the time it was having problems coming online. Its apparent demise created an opening for the ALS. A workshop was quickly organized for November 1985 to restate the case for the ALS and submit a report by December 1,
an important deadline in the federal budget process. The report carefully laid out the broad community of support that had been built up over the past several years under the leadership of Herman Grunder, Martha Krebs, and Dave Attwood. Dave was told by Judy Bostock of the White House Office of Management and Budget to listen carefully to the President’s State of the Union address in February. If the ALS gets mentioned, she said, you’re in. If not, good luck next year. Dave recalls clearly that he was driving in downtown San Francisco, listening to the speech on the radio when President Reagan spoke about aspiring “to discover a new universe inside a tiny silicon chip or a single human cell.” That was it! The ALS would be in the budget. “I was so shaken,” he said, “I had to pull off the road!”

That initial pot of money ($1.5 million), although not the full amount needed for construction, was enough to get started on detailed engineering. Klaus Berkner and Max Cornacchia led the production of the ALS “bible,” the Conceptual Design Report (Pub. 5172 Rev.), published in July 1986. This report incorporated major design improvements, including the use of the triple-bend achromat structure in the lattice. After a grueling review by a DOE committee with technical experts from around the world, the CDR became the basis for realistic funding, scheduling, and technical goals. The wheels of government slowly turned, and in December 1987, Congress authorized the first $18 million needed to begin construction of the ALS. A groundbreaking ceremony was held in August 1988.

The ALS construction site, while boasting a spectacular view, posed many challenges: then, as now, space was scarce.
Construction Challenges

By this time, Jay Marx had been named ALS project director. Jay came in with a background as a user of high-energy physics facilities. As he says, “I knew how to pick up the phone and scream ‘More beam!’” He soon discovered that this project was going to be fraught with technical challenges, including dealing with the limited space, decommissioning the existing cyclotron, stability issues, reliability for users, beam dynamics in the storage ring, vacuum chamber and undulator design, heat loads on x-ray optics, and on and on, not to mention management challenges such as a changing regulatory environment and looming budget cuts. Jay credits Ron Yourd, the ALS project manager, with building the ALS while Jay fended off the outside world.

Sometimes, however, challenges and delays turn out to be blessings in disguise. In October 1989, the project was about a week behind schedule when the Bay Area was hit with the 7.1-
The first operating ALS beamline was bending-magnet Beamline 10.3.1. In October 1993, the moment of truth—first light at the first ALS beamline—had arrived. Well, not quite. It turned out that, once the beamline was ready to go, there were still a couple of hours to kill while the control room cranked up the beam in the storage ring. Instead of kicking back and relaxing, members of the Beamline 10.3.1 team decided to blow off steam by staging chair races around the empty experiment floor, scooting around the perimeter using a simple but reliable foot-propulsion method. The official record shows that Tom Swain crossed the finish line first in a (still unbroken) record time of 1 minute 31 seconds. Eric Gullikson came in second at 1:44, and Ray Thatcher came in third at 1:57.

Drew Kemp celebrates his finish in the chair race, while Jim Underwood records his time.

First Light at the ALS was clearly a momentous occasion in ALS history, one that begged to be captured on film for posterity. Of course, x-ray “light” is invisible to the eye as well as to conventional photographic film, so a phosphor-coated screen had to be placed in the path of the beam to produce a visible manifestation of the arrival of the first x rays at an ALS beamline. Typically, such screens glow bright green when struck by x rays. Thinking that a warm orange glow would make for a better image, Al Thompson got some red phosphor particles from Dean Chapman at the National Synchrotron Light Source and sprinkled them on a sticky foil. It worked beautifully. The resulting photo (a copy of which, signed by those present that day, is still on display at Beamline 10.3.1), evokes the image of a rising sun, an appropriate symbol of the dawning of a new era at the ALS.
ALS dedication ceremony on October 22, 1993: Jay Marx, Don Pearman (head of the DOE Oakland Site Office), Martha Krebs, David Shirley, Gayle Wilson (wife of then-Governor Pete Wilson), Brian Kincaid, Charles Shank, and Herman Grunder.

Each aluminum panel measured 5 × 33 ft, weighed 8690 lbs, and cost $17,500. Twenty-six panels were shipped to a company in Los Angeles for milling. However, before it could start the job, the company went bankrupt. To avoid a delay of up to six months while the courts sorted out the company’s assets, ALS engineers were immediately dispatched to LA, where they hired a trucking company, arranged for storage facilities, and reclaimed the aluminum panels literally hours before the padlocks went up on the doors.

The vacuum chamber episode is emblematic of the dozens of tales of the ingenuity, initiative, and dedication of the people who built the ALS, too numerous to mention in this short space. Because of them, despite all the challenges inherent in building an incredibly complex scientific facility, the ALS was completed on schedule and within budget (with $2,200 left over). In October 1992, as the ALS construction was nearing completion, Jay Marx handed the baton to Brian Kincaid, who guided the ALS through its commissioning and early years as a productive scientific facility. The official dedication ceremony was held on October 22, 1993. How did they do it? Bill Oosterhuis, representing the DOE’s Materials Sciences and Engineering Division at the 2003 ALS Users’ Meeting, summed it up this way: “First, you get really good people. Second, you give them enough resources so that they can do the job without cutting corners. The third thing is you get the hell out of their way.”
The ALS project team was huge, and while there is no single photo of everyone gathered in one spot, this photo shows many of the people involved in construction, ca. 1993.
Operations and Availability

The mission for the ALS is to “support users in doing outstanding science.” Critical to that support is the delivery of high-quality beam. Delivering beam according to the published schedule, along with an efficient, effective safety program, allows ALS researchers to make maximum use of the limited beam time. In 2003, the ALS maintained its exemplary operations record while continuing to make improvements in beam quality and reliability. In addition, the Operations groups worked with the Experimental Systems Group (ESG) and other groups at Berkeley Lab to bring online five new beamlines, including an elliptically polarized insertion-device beamline dedicated to molecular and environmental science (MES), two protein crystallography beamlines on superbends, one with the added capability of small-angle scattering, and two bend-magnet beamlines, one for LIGA (deep-etch lithography) and one for diagnostic use by the Accelerator Physics Group. In addition, the Scientific Support Group (SSG) in conjunction with the Center for X-Ray Optics (CXRO) has commissioned a new coherent soft x-ray science branchline in Sector 12.

The research community at the ALS has become accustomed to high operational efficiency and reliability, and it was not disappointed during this period. As shown in Figure 1, the ALS delivered beam to the users 95% of the time scheduled for user operations in fiscal year (FY) 2003, doing slightly better than last year. As in years past, we look very carefully at our different systems to determine where to focus our resources to improve reliability. Figure 2 shows our “lost user beam analysis” over the past several years. These figures allow us to pinpoint the most frequent causes of lost user beam time.
result of the 2003 analysis, we are looking into improvements in some of our power supplies and continuing to work on our water systems to improve reliability.

Changes in User and Instrument Hours

The monthly operations schedule continued to include a minimal number of maintenance and installation periods, which has been our practice for the last several years. Allowing approximately three days per month for needed maintenance and installation of new instrumentation has provided the maximum number of hours for user operations. In addition to these monthly periods, this year we had one four-week installation shutdown to install the new higher-order-mode (HOM) dampers in the third-harmonic cavities, improving the ability of the ALS damping systems to control beam instabilities, and to replace the superbend magnet cryocoolers. The delivered operating hours remained at the same level in FY 03 as in previous years.

With the constant number of operating hours and the installation of new beamlines, we were able to increase the number of instrument hours (user hours multiplied by the number of simultaneous beamlines that can accept beam). We finished the fiscal year with 35 beamlines operating simultaneously, up from 30 at the end of the previous fiscal year. Figure 3 shows the growth in instrument hours since the first full year of ALS operations. The growth this year resulted in the delivery of about 169,000 instrument hours, an increase of 11% over FY 02.
Facility Growth

In April, during our one major shutdown for the year, we installed the new diagnostic beamline and the higher-order-mode dampers in the third-harmonic cavities. The MES beamline was commissioned early in the fiscal year, and two new superbend crystallography beamlines were commissioned, as described above. In addition, a new bend-magnet beamline for LIGA and a new branchline for soft x-ray coherent science on the Sector 12 undulator were also commissioned this year. These new beamlines have enhanced our capacity in the hard x-ray region and opened up major new capabilities for MES research and coherent soft x-ray scattering within the core region of the ALS spectrum.
:: Introduction

To achieve the goal of supporting users in doing outstanding science, the ALS Accelerator Physics Group (Figure 1) plays several important roles. The first is to make certain that the ALS provides high-quality beam in a reliable manner to users. The second is to strive to understand and continually improve the performance of the facility, keeping it at the forefront of synchrotron radiation sources. The third role is to ensure that machine upgrades are implemented smoothly, minimizing any adverse impact to users. The fourth is to study potential upgrades to the facility that will enhance the ALS’s capabilities and capacities.

This past year significant gains were realized in understanding and improving the performance of the ALS storage ring. Last year marked the completion of Beamline 7.2, completely dedicated to beam diagnostics. In addition, a fast orbit feedback system was commissioned to improve the beam stability. Also, a lot of effort was directed at future projects and upgrades to the facility, particularly for the generation of femtosecond x rays, brightness increases, and far-infrared (IR) radiation. In preparation for the installation of a narrow-gap, in-vacuum insertion device for the generation of femtosecond x rays,
the effect of narrow-gap insertion devices on the beam lifetime was extensively studied. Also, planning began for the eventual transition to top-off injection operation.

Compared to the previous year, the ALS realized several improvements in operation. This was the first full year of operation with higher-order-mode (HOM) dampers in the radio-frequency (rf) system. Installation of HOM dampers in the main- and third-harmonic cavities reduced the thresholds of coupled-bunch instabilities. Before installation of the dampers, the driving terms of the HOMs were sufficiently large that if the beam was longitudinally unstable at large currents, it was impossible to restabilize the beam. A loss in longitudinal lock required approximately half an hour of user down time in which the beam energy was ramped down to the injection energy, the current scraped down, longitudinal lock recaptured, the beam current refilled, and the beam energy ramped back to user energy. Loss of longitudinal lock was one of the major causes of beam loss for users. The HOM dampers damped the modes to such a level that the coupled-bunch feedback systems could recapture longitudinal lock at full beam current, resulting in no loss of beam time.

In May 2004 additional dampers will be installed in the third-harmonic cavities. The goal of these dampers is to reduce the modes in those cavities that drive transverse instabilities. At the present time, if the parameters of the cavity such as temperature and tuner position are not properly adjusted, the beam becomes unstable. This happened on a number of occasions during this last year. Once the new dampers are installed, the beam will be much less sensitive to the cavity settings. This will improve the overall reliability of the ALS.

In the same May shutdown, a new W11 wiggler will be installed, replacing an older W16. This new wiggler has two functions. It will be a source of hard x-ray radiation for the existing three protein crystallography beamlines in Sector 5. In addition, it will serve as the modulator for the femtosecond slicing beamlines planned for Sector 6. The big advantage of the W11 is that it will serve both the femtosecond and protein crystallography communities simultaneously. This was not possible with the W16.

This year a lot of work went into investigation of IR radiation in the storage ring. One of the interesting outcomes was the generation of enhanced radiation during the femtosecond slicing experiment. When the femtosecond laser modulates the stored beam, a longitudinal density modulation was created that enhanced the emission of coherent IR radiation. This radiation, which was measured at the IR beamline, was used as an effective diagnostic for the femtosecond experiment. This diagnostic had many advantages compared to other diagnostics used to optimize the laser beam interaction. It is a sensitive, continuous, nondestructive diagnostic of the effectiveness of the slicing and was fundamental for the users of the femtoslicing beamline.

This past year a lot of thought went into upgrades of the facility, prompted by a BESAC subcommittee workshop on producing a 20-year roadmap for Basic Energy Sciences facilities. The ALS presented plans for upgrades to the existing storage ring as well as plans for a new storage ring dedicated to far-IR radiation. The storage-ring upgrades are designed to improve brightness. The first step is to increase the time-averaged current by a factor of three. The plan is to go to a quasi-continuous injection scheme with the current increased to 750 mA. In addition, the brightness would be increased by operating with smaller vertical gaps in the insertion devices. This would also increase the range of undulator radiation to higher energies. The plan also calls for the replacement of the older, full-length, planer insertion devices with two half-length insertion devices.
with chicanes. This would increase the capacity and productivity of the facility by allowing more “application specific” beamlines. The changes would be implemented gradually in typical annual shutdowns with minimal disruption for users. The plans for these short-term upgrades are discussed in more detail below.

Also at the BESAC workshop, plans for a new source of far-IR radiation was presented. This source, named CIRCE, would reside on top of the booster-ring shielding and would use the booster as an injector. CIRCE would be optimized for the generation of far-IR radiation by taking advantage of synchrotron radiation to shape the pulses and provide stable far-IR radiation many orders of magnitude higher than provided by conventional sources. The idea was experimentally verified at BESSY II. The effect of the synchrotron radiation impedance on the bunch distribution was first investigated by K. Bane et al. (American Institute of Physics Conference Proceedings, Vol. 367, p. 191), and in the past two years, scientists at Berkeley Lab and BESSY were able to expand upon the theory to quantitatively explain the BESSY results. In addition, the theory was used to design CIRCE to be fully optimized for the generation of far-IR radiation. These studies, together with engineering studies, were funded on strategic Laboratory Directed Research and Development (LDRD) funds.

The BESAC subcommittee recommended that the DOE organize a national workshop to explore the scientific advantages of research with terahertz radiation at user facilities. The workshop, sponsored by the DOE’s Office of Basic Energy Sciences (BES), the National Institutes of Health (NIH), and the National Science Foundation (NSF), is scheduled for February 2004 and the CIRCE parameters will be presented there. The report of that workshop will determine how aggressively we pursue the CIRCE proposal.

::

**Top-Off Mode**

The practical achievable brightness of the ALS is limited by beam lifetime. It is possible to increase the beam brightness by operating with higher currents, smaller beam sizes, and smaller insertion-device gaps. However, the operating conditions come with a penalty—a shorter lifetime, which is unacceptable to the users. To alleviate the impact of short beam lifetimes, the ALS is planning to upgrade the facility to operate in a quasi-continuous injection mode (top-off mode). In this mode, beam is injected into the ring approximately every minute to replenish lost electrons, keeping the beam current roughly constant. Operating the ring with constant beam current has an additional advantage. Top-off operation would improve the thermal stability of many of the storage ring and beamline components. The short-term plan is to operate with top-off injection at 500 mA. The actual time between fills is a function of the electron-beam parameters and depends upon such things as the acceptable change in current with refilling and the beam lifetime (Figure 2, Table 1). As seen in Figure 3, there are brightness gains in all sources. These gains result from the doubling of the
For top-off injection, the injector energy has to be increased from 1.5 to 1.9 GeV. This requires an upgrade of parts of the booster injector (particularly rf components and power supplies) as well as an upgrade of some of the pulsed-injection elements. Also, top-off operation requires that the beamline shutters remain open during injection. We received some initial funding this past year for refining the scope of the top-off upgrade. The effort was concentrated in three areas. A major part of the work was to study the key injection components to be upgraded. Also, a series of experiments were performed with various user groups to identify issues with top-off mode. Of particular concern was the injection process, which would perturb the beam current and beam orbit. We identified a few types of experiments (particularly involving microscopes with short integration times) where injection was not transparent and found gating schemes to mitigate the problem. Finally, we are studying plans for modifications to the radiation protection system. By the end of this year, the scope of the upgrade will be well defined. The plan is to complete the upgrade by the end of FY 07.

### Impact of Narrow-Gap Insertion Devices

**Christoph Steier, David Robin, Weishi Wan**

For permanent-magnet and superconducting insertion devices, performance depends strongly on the minimum gap of the magnetic structure. Lowering the minimum possible gap, which at the ALS is currently slightly below 14 mm for out-of-vacuum devices, will allow us to deliver photon beams with higher brightness, broader tuning range, or covering new spectral regions (especially at higher photon energies).

One of the major concerns with lowering the vacuum gap is that there will be an increase in the electron-beam loss rate. Increasing the electron losses shortens the beam lifetime and increases the radiation levels. The primary mechanism for particle-beam loss at the ALS is intra-beam (so-called Touschek) scattering. During a Touschek scatter, two particles collide—one gains energy and the other loses energy. If the change
in energy is sufficiently large, an electron’s subsequent motion can reach an amplitude such that it strikes the vacuum chamber wall—typically the smallest vertical aperture. The amount of energy that a particle can gain or lose and still stably remain in the ring is called the momentum aperture. The beam lifetime is more than quadratically dependent upon the size of the momentum aperture. Therefore it is important to understand and optimize the dependence of the momentum aperture on the vertical physical aperture to maximize the performance of narrow-gap insertion devices.

Before the installation of the superbends at the ALS, the vertical aperture at which the lifetime began to deteriorate significantly was about 8 mm (corresponding to an out-of-vacuum magnetic gap of about 14 mm). Modifications were made to the storage-ring magnetic lattice. In particular, a change was made in the manner in which we controlled the vertical beam size. Previously, skew quadrupoles were used to excite a linear horizontal-to-vertical coupling resonance, thus increasing the vertical beam size. Now, skew quadrupoles are used to introduce a vertical dispersion wave to increase the vertical beam size. We found that for the present ALS lattice, the dependence of the momentum aperture (lifetime) on the vertical physical aperture became much weaker, allowing us to reduce the vertical physical aperture significantly without compromising the beam lifetime.

Previously, skew quadrupoles were used to excite a linear horizontal-to-vertical coupling resonance, thus increasing the vertical beam size. Now, skew quadrupoles are used to introduce a vertical dispersion wave to increase the vertical beam size. We found that for the present ALS lattice, the dependence of the momentum aperture (lifetime) on the vertical physical aperture became much weaker, allowing us to reduce the vertical physical aperture significantly without compromising the beam lifetime.

Figure 4 shows the dependence of the beam lifetime on the position of a scraper (i.e., the vertical half aperture) for three different cases. The red and blue cases both correspond to a vertical emittance of 150 pm, whereas the green case corresponds to a vertical emittance of about 30 pm. In the red case, the vertical emittance is artificially increased (to increase the lifetime) by exciting a coupling resonance. This is how the vertical beam size has been controlled historically at the ALS. The blue case has the same vertical emittance, but instead of increasing the coupling, the coupling is corrected, and a coupling-free global dispersion wave is used to generate vertical emittance. The green case shows a future upgrade scenario, where both coupling and vertical dispersion are corrected, providing higher brightness, but because of the higher bunch density, a necessarily smaller lifetime.

For both the case with corrected vertical emittance (green) and the case with vertical dispersion wave (blue), the change in lifetime is fairly small down to a half aperture of 2.1 mm and 2.6 mm, respectively. For the case with artificially excited coupling resonance (red), however, the lifetime in this aperture range is already dropping significantly. Combined with the improvements in the lattice implemented three years ago and better correction of lattice symmetry errors, the improved coupling control will enable the ALS to reduce the physical gap of insertion devices from the current 8–9 mm down to about 5 mm. A first in-vacuum permanent-magnet undulator
with a 5.5-mm minimum magnetic gap will be installed early in 2005.

The injection efficiency for smaller vertical gaps was studied as well, and no showstoppers have yet been found. We plan to install a collimator system to protect all insertion devices in the ALS from injection losses during top-off operation. There are other issues associated with insertion devices with very small apertures and/or high magnetic fields. Some of these effects that have been studied—to name just a few examples—is the effect of the fields of the insertion devices on the nonlinear dynamics, resistive wall-heating effects, impedance issues, and the effects of the field imperfections of the devices (coupling, focusing, and orbit errors).

Cooperating closely with the magnet group of the ALS, an extensive set of specifications is written for every new insertion device being built, to ensure smooth integration into the operation of the ALS.

**Commissioning of the Fast Orbit Feedback**

Christoph Steier, Eric Williams, Ed Domning, Tom Scarvie

Employing a combination of good passive measures and careful engineering of noise sources like power supplies and the cooling system, the short-term closed-orbit stability of the ALS has so far fulfilled user requirements. In the range between 0.1 and 500 Hz, the integrated closed-orbit motion in the insertion-device straights is below 2 μm in the vertical plane and about 3 μm in the horizontal plane (one-sigma beam sizes at 1.9 GeV at that position are about 23 μm vertical and 300 μm horizontal).

The constant expansion of the ALS creates new sources of closed-orbit noise. EPU’s, for example, require fast focusing and coupling compensation to minimize their influence on the beam size, which in turn creates fast distortions of the orbit. Other noise sources include active tune/chromaticity compensation schemes and the cryogenics of superconducting magnets or beamlines. To prevent the deterioration of the current orbit stability due to those upgrade projects and to ultimately provide a short-term sub-micron orbit stability, a fast, global orbit feedback system was designed similar to those found at several other light sources (Figure 5). The initial goal was to operate at an update rate of up to 1 kHz.
below 15 Hz down to the BPM noise floor (Figure 6), without exciting higher frequencies in a significant way. This is a significant improvement over the slow orbit feedback used so far, which was only capable of suppressing noise below about 0.1 Hz. The slow orbit feedback will continue to be used together with the fast orbit feedback, since it allows a better localized slow correction using more BPMs and correctors. Problems coordinating the slow and fast feedback systems that showed up at other light sources were solved in our implementation from the beginning. Initial tests with a few users have been carried out, and the system will be used in routine user operation starting in early 2004.

::

**Beamline 7.2: A Second Beam Diagnostics Line**

*Fernando Sannibale*

For the last two years, a mixed ALS and Engineering Division group has been working on a secondALS beamline completely dedicated to beam diagnostics. Beamline 7.2 was installed in August and successfully commissioned in September. The design of the beamline is optimized for the measurement of the momentum spread and emittance of the ALS beam in combination with the existing diagnostic beamline, Beamline 3.1. Before Beamline 7.2 became available, the momentum spread, a fundamental parameter in a storage ring, was not directly measurable at the ALS. Analysis of the experimental error in the emittance–momentum spread measurement allowed us to define the system parameters. We found a simple and reliable system based on an x-ray pinhole system (Figure 7) to be an ideal match for the requirements. The design of the beamline is based on two similar diagnostic beamlines at BESSY II. This approach allowed significant savings in time, cost, and engineering effort. Figure 8 shows a 3D view of Beamline 7.2 with its major subsystems. The entire beamline is located inside the ALS shielding.

---

**FIGURE 6**

Performance of the fast orbit feedback at the ALS. The left plots show horizontal closed-orbit motion and the right ones, vertical orbit motion. The upper plots show the power spectral density (PSD), whereas the lower ones show the square of the integrated root-mean-square (rms) orbit motion integrated from high to low frequencies. One can see that the system is very effective below 15 Hz. The 3-dB point of the closed-loop disturbance rejection is about 40 Hz.

**FIGURE 7**

Schematic of the pinhole system.
For an electron beam at equilibrium, the transverse beam size is defined by the combined contribution of the emittance and momentum spread terms. For the horizontal rms size, we can write,

$$x_{\text{rms}} = \left( \beta_x \varepsilon \frac{1}{1 + \kappa} \left( \eta_x \sigma_p \right)^2 \right)^{1/2},$$

where $\beta_x$ and $\eta_x$ are the horizontal beta function and dispersion at the point of observation, $\varepsilon$ is the natural emittance, $\kappa$ is the emittance ratio, and $\sigma_p/p$ is the rms relative momentum spread. If the optical functions at the source points are known and the horizontal beam size in two different points of the ring are measured, then the emittance and the energy spread can be easily evaluated. The source point of Beamline 7.2 is situated in the central magnet of the triple-bend achromat (TBA) cell of the ALS, while for Beamline 3.1, the source point is in the external bend of the TBA. Table 2 shows the parameters for both the source points.

The filter shown in Figure 7 consists of a variable-thickness molybdenum target with the double role of variable attenuator and filter for the selection of the hard x-ray portion of the spectrum as required for resolution preservation. The phosphor screen converts the x rays to visible light, and the image is finally acquired and digitized by a CCD camera. Table 3 shows the main pinhole system parameters, and Table 4 summarizes the performance of the system for different measurements. It must be remarked that the experimental error for the emittance–momentum spread measurement is dominated by the contribution of the optical functions at the source points and cannot be significantly reduced by a further adjustment of the Beamline 7.2 parameters.

Beamline 7.2 also includes an x-ray BPM for measuring the electron-beam orbit position and angle at the Beamline 7.2 source point. The system is based on the differential measurement of the electron secondary emission induced on two metallic blades by the synchrotron radiation. Finally, a special second port dedicated to visible and IR light can be used for several different electron-beam measurements, including longitudinal distribution profile and motion, transverse motion, and coherent effects at the IR and far-

### TABLE 2 Comparison of source-point parameters.*

<table>
<thead>
<tr>
<th></th>
<th>Beamline 7.2</th>
<th>Beamline 3.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_x$ (m)</td>
<td>0.9</td>
<td>0.35</td>
</tr>
<tr>
<td>$\eta_x$ (m)</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>$x_{\text{rms}}$ ($\mu$m)</td>
<td>105</td>
<td>57.1</td>
</tr>
</tbody>
</table>

*At 1.9 GeV, 400 mA, 3.07 keV critical energy.
IR wavelengths. These last two systems are expected to be operational at the end of 2004.

Commissioning of Beamline 7.2 began in September 2003. Figure 9 shows a typical example of a transverse beam-size measurement. On the top is a very clean image of the ALS beam with an extremely low-level, uniform the background. On the bottom, the experimental points (crosses) for the horizontal distribution are nicely fitted by a Gaussian function (solid line). The resolution of the system has been measured by performing combined measurements of the size and lifetime of the ALS beam.

| TABLE 3 Beamline 7.2 pinhole system characteristics. |
| Parameter | Value |
| R1 (m)     | 6.08  |
| R2 (m)     | 2.04  |
| Pinhole Diameter (µm) | 20    |
| Photon Energy (keV) | 16.3  |
| Resolution (µm) | 22    |

| TABLE 4 Beamline 7.2 calculated performances. |
| Measurement | Experimental Error (rms value) |
| Momentum Spread | 5.6% |
| Horizontal Emittance | 6.6% |
| Horizontal Beam Size | 1.3% |
| Horizontal Dispersion | 1.2% |
| Horizontal Distribution Center of Mass | 1.1% |

**FIGURE 9**

ALS beam transverse measurement at Beamline 7.2.
Introduction

The roles of the Experimental Systems Group (Figure 1) can be split into several categories: (1) to design and build beamlines and endstations based on the demands of the user program, (2) to conduct forefront research in science and instrumentation that will push the boundaries of the application of synchrotron radiation techniques, and (3) to give support to existing user programs, usually in areas of high technical complexity. Approximately 50% of the group’s activity is in this latter area of direct user support. In this short report, I will give several examples of work in the two former areas and summarize our group’s activity over the broader range of our work.
**X-Ray Tomography**

The ALS has developed a wide range of imaging techniques, and the latest in this suite of methods is hard x-ray tomography, which allows deep penetration into solids and 3D visualization. This complements other techniques used at the ALS that look at surface or near-surface regions. The new superbend Beamline 8.3.2 was developed in collaboration with a consortium of users from Lawrence Livermore National Laboratory (LLNL), Berkeley Lab’s Earth Sciences Division, and UC San Francisco (UCSF).

Beamline 8.3.2 is an unfocused beamline with a monochromator that allows the use of wide-bandpass multilayer mirrors or crystals or that can be rotated out of the beam path for white-light operation. The system normally uses W/B₄C multilayer mirrors with 2.5-nm lattice spacing for an energy range from 8–40 keV. A minihutch, as used for protein crystallography, houses the endstation, a state-of-the-art tomography system developed at LLNL by J. Kinney. The endstation is equipped with a tomographic camera that can zoom to a pixel size of 1 micron, so that by choosing an appropriate pixel resolution and photon energy, a wide range of sample volumes can be studied. The system is currently used to study a wide range of materials problems, including engineering materials and failure mechanisms, the porosity and connectivity of oil-bearing rock, the structure of gas clathrates, and the growth of bone.

Figure 2 shows a cross section from a 3D reconstruction of a section of bone from a rat femur, showing excellent differentiation between soft and hard bone regions. The image is 24 × 24 mm with a pixel size of 12 microns, and 360 images were acquired at 25 ms/frame. This bone imaging work by Kinney and co-workers is designed to address the issue of bone regrowth following hormone treatment for osteoporosis. Although bone regrowth occurs with the stimulation of hormone treatment, very often the bone formed is of a high-density type susceptible to fracture. The key is to find a treatment that causes regrowth of the connective “spongy” bone network characteristic of normal bone.

While the system has been immediately successful in application to a wide range of problems involving imaging large objects, there are many areas that can be improved. To improve resolution without paying the normal flux penalty imposed by the use of very thin phosphors, we are investigating the use of highly asymmetric Bragg crystals as magnifying devices, as pioneered recently at the Swiss Light Source. We are also actively investigating column-parallel readout CCDs for a range of applications, including tomography, where very high frame rates with high digitization accuracy are required.
Small-Molecule Chemical Crystallography

Beamline 11.3.1 has been developed in collaboration with the UC Berkeley (UCB) Chemistry Department, for the examination of microcrystalline samples that could not otherwise be analyzed by bench-top x-ray diffraction instruments. The sample sizes that we are able to analyze are currently down to 10 microns on a side. Normally, such small crystals would be analyzed using powder techniques, but these are highly limited in terms of the complexity of the crystal structure that can be extracted, with 50 atoms per unit cell an upper maximum. Many of the compounds that chemists produce are more complex than this, or a level of structural accuracy is needed beyond that which can be extracted from powder data.

Beamline 11.3.1 uses a novel design in which a miniature, cryocooled, channel-cut monochromator and a 1:1-focusing toroidal mirror are located inside the shield wall, reducing the size and complexity of the system. Outside the shield wall is a small hutch and a standard Bruker SMART diffractometer and camera. In essence, the synchrotron provides a bright x-ray source for what is otherwise a standard laboratory x-ray instrument. This enables users to quickly and efficiently perform their experiments without a steep learning curve on how to operate the instrument. Collection time for a complete data set (100% coverage of reflection data) is on the order of 1.5 hours, and data can be collected and solved on crystals so small that conventional laboratory x-ray diffractometers would not be able to record even single diffraction patterns from them.

Figure 3 shows a structure solved from data taken on Beamline 11.3.1. The sample was produced by R.G. Bergman’s group in the UCB Chemistry Department. The primary thrust of this research is the analysis and development of compounds that can be utilized in catalysis. Often these materials contain transition metals that allow for controlled functionalization and modification of the compounds to form catalysts. The data for this sample were collected on a crystal that measured 28 microns on edge and refined to an R factor of 6.71%. Data were taken at 1 frame/s, and 750 frames were measured in total. Research undertaken at the UCB College of Chemistry covers a range of fields from synthesis of new catalysts, to solid-state materials for use in storage units in hydrogen fuel cells, to the total synthesis of natural compounds found in sponges, fungi, and other living things. This breadth reflects the general strength and diversity of the community of chemists that uses small-molecule chemical crystallography as a standard tool.

Although Beamline 11.3.1 is now working well, there are a number of improvements that can be made and a number of new areas that can be addressed. In terms of improvements, we are working on adding a multilayer monochromator to the system to increase flux and enable
work on much smaller crystal volumes. Higher flux also increases throughput, and already in many cases, the data acquisition time is significantly shorter than the time needed to move the goniometer and read out the detector. The high spectral resolution of the current Si(111) monochromator is not required because of the typically small size of the unit cells that are measured. We also expect that it should be possible to extract the structure of long-lived photoexcited molecules using pump–probe laser techniques.

Finally, we are examining the details of moving the system to a superbend location. Access to higher photon energies will significantly enhance the accuracy of our structural data. We are currently limited to around 16 keV on a normal bend magnet, and we would use typically around 30 keV on a superbend beamline. In doing so, we would expect to drive the resolution down to around 0.4 Å and make charge-density measurements much more routine than they are at present.

SIBYLS Beamline 12.3.1 for Structural Biology

The Structurally Integrated BiologY for Life Sciences (SIBYLS) program is headed by J. Tainer of The Scripps Research Institute and P. Cooper of Berkeley Lab’s Life Sciences Division. The beamline was funded by the DOE’s Office of Biological and Environmental Research (OBER) and is part of a larger National Cancer Institute–funded program on the Structural Biology of DNA Repair (SBDR). The beamline is aimed at the study of the large complexes involved in DNA repair mechanisms and therefore have characteristics that are unique among the array of protein crystallography beamlines at the ALS. The endstation (Figure 4) is separated into two parts, an upstream small-angle x-ray scattering (SAXS) station and a downstream protein crystallography (PX) station.

The PX station uses an ADSC Q315 detector capable of retracting to 1 m from the sample, allowing the beam to be focused either on the detector or on the sample. For large-unit-cell structures, it is important to have very good spot-to-spot resolution, and so in this mode, the detector is moved away from the sample, and the beamline is adjusted to put the focus at the detector plane. This requires that the M2 mirror angle and bend be changed slightly, and therefore the sample goniometer and all its associated instrumentation are moved vertically to accommodate the small vertical position displacement of the beam.

The upstream SAXS station is used for the study of proteins in solution. The solution cell is at the front of the hutch, and a MAR165 detector is approximately 1.5 m downstream. In SAXS mode, the beamline is refocused onto the SAXS detector. For time-resolved work, typically 5% of the detector is exposed, and the rest is used as fast memory. Also, as SAXS does not require high energy resolution, a multilayer monochromator is used that consists of two
W/B₄C multilayer mirrors with 200 periods of 2.5-nm d-spacing, which give a measured efficiency (each) of 55% at 8.5 keV. The first multilayer is mounted off-axis on the rotation system of the first crystal of the monochromator in such a way that in going to small angles, lower than the normal crystal range, the first multilayer intercepts the beam. The second multilayer is then moved on its x-y table to give a fixed exit height. Thus, switching from crystal to multilayer mode is simple, fast, and reproducible. To further improve the changeover from PX to SAXS mode, the whole SAXS endstation system, including flight tube and detector, is mounted on a laterally translating table.

The beamline and PX endstation have been commissioned, and the PX endstation has begun routine data collection. The SAXS commissioning is just starting. Figure 5 shows the flux performance of the beamline in both SAXS and PX modes. The SAXS mode gives around 3 × 10¹³ photons/s (with multilayers) at the detector. It should be noted that the system is optimized for 10 keV, and because of the eccentric motion of the first multilayer, flux at higher energies falls off simply because the beam starts to miss the multilayer. However, almost all SAXS studies planned for this beamline will use 10 keV light, and so in practice, this compromise in performance has no practical effect; the positive benefit of the geometry, however, is that the system is simple, low in cost, and easy to operate. In PX mode, a 100-micron pinhole collimator is used, giving a flux of 2 × 10¹¹ photons/s [with Si(111) crystal] for a 3-mrad convergence angle, commensurate with the Sector 8.2 superbend PX beamlines. The upper curves for the crystal and multilayer monochromators refer to use without a pinhole collimator.

Although SIBYLS is in many ways an optimum and flexible structural biology facility, in SAXS mode, there is significant room for improvement. The current CCD-based detector is excellent for static SAXS, but its limited readout speed means that for dynamic SAXS, i.e., for looking at the assembly of complexes, the detector has to be used in “streaked” mode. In this mode, typically 5% of the detector is used for data collection and 95% is used for memory. This is clearly wasteful, and for radiation-sensitive systems, it is far from ideal. A solution is to use much faster CCD detectors based on a column-parallel readout format, where each column of data is read by its own electronics channel. We are working on a program between Berkeley Lab and Fairchild Imaging to build such a system, utilizing the large-area CCDs that Fairchild has pioneered combined with the electronics that Berkeley Lab has developed for the SuperNova/Acceleration Probe (SNAP) project. Such a sys-
tem should have a 200-frame/s capability at 16-bit dynamic range. One of the issues with such a system is dealing with the huge data rate, and so a significant component of the system under study is the use of a field-programmable gate array (FPGA) backend for data reduction and compression. For SAXS, this is relatively easy as it only involves doing azimuthal integrals, but similar systems will be used for single-crystal diffraction where more complex analysis and compression algorithms will be needed.

::

High-Pressure X-Ray Diffraction

Beamline 12.2.2 is designed for collecting diffraction and x-ray spectroscopic data from materials held under extreme conditions of temperature and pressure. The scientific focus is on understanding Earth dynamics, investigating chemical reactivity, and probing the link between the meso- and nanoscale in materials. Construction and commissioning of the beamline is largely completed, and its performance has been measured to be close to predictions.

The endstation is highly complex and includes two workstations: the first utilizing resistively heated diamond-anvil cells and the second, a laser-heating system. The laser-heating system is working off-line and is ready for installation in the hutch. Currently, the plan is to install the first workstation during the May 2004 shutdown and the second workstation in August 2004. The beamline design is almost identical to that of the SIBYLS beamline, employing a vertically collimating, side-cooled Si mirror inside the shield wall, a two-crystal [Si(111)] monochromator, and a 2:1 (horizontal) toroidal refo-cusing mirror. The beamline also uses the same dual-monochromator scheme, with an off-axis multilayer mirror pair (for an optimum energy of 25 keV) for high flux, and the normal Si(111) constant exit-height system. The only major difference is that the mirror grazing angles are reduced to 2 mrad from 4.5 mrad, to give an upper operating energy of 40 keV. The upstream endstation will utilize the native beam size (150 × 100 microns), and the second endstation will refocus this object using a Kirkpatrick-Baez (K-B) mirror pair to 10 microns. The upstream endstation is now complete and undergoing commissioning; the downstream endstation and its K-B mirror system are under construction.

Development of this beamline has been a collaboration between the UCB Earth and Planetary Science Department (R. Jeanloz), the UCB Chemistry Department (A.P. Alivisatos), the UC Santa Cruz Earth Sciences Department (E.B. Knittle and Q.C. Williams), the UC Los Angeles Chemistry and Biochemistry Department (S.H. Tolbert), LLNL (J. Zaug), and the ALS. It has been supported through major grants from DOE BES as well as from LLNL. The National Science Foundation Consortium for Materials Properties Research in Earth Sciences (COMPRES) supports geoscience users on Beamline 12.2.2 and single-crystal studies on Beamline 11.3.1.

During the construction of Beamline 12.2.2, we have been developing protocols for collecting high-pressure data using a temporary set-up on Beamline 7.3.3. Such work by UCB researchers K.K.M. Lee and R. Jeanloz resulted in a major step forward in our understanding of the Earth’s core [Geophys. Res. Lett. 30, 2212 (2003)]. Their work on the high-pressure and -temperature alloying of potassium and iron, not possible at ambient conditions because of incompatible electronic structures, shows that potassium and its long-lived radioactive isotope (40K) can be incorporated into the Earth’s iron-rich core, providing a heat source to drive the Earth’s magnetic field and mantle dynamics. This alloying was discovered through the use of
synchrotron-based x rays at Beamline 7.3.3 and from earlier data taken at Stanford Synchrotron Radiation Laboratory (SSRL) that show that the unit-cell volume increases with the incorporation of K into Fe at elevated pressures (Figure 6). Phase-transition pressures are indicated by vertical lines for Fe (solid) and K (dashed) with phase stability ranges labeled in between. The shaded vertical bar at 26 ± 3 GPa is the K-Fe alloy transition pressure.

**A Detector for the Study of Ultrafast Dynamics**

We have a need for ultrafast detectors for a range of experiments that are based on streak-camera technology. X rays strike a photocathode and are converted to electrons; the electrons are accelerated to high energy (10 keV) and are deflected by a photo-switch-triggered sweep plate and dispersed onto an image-intensified CCD camera. An ultrafast detector would mainly be used (1) in conjunction with our Beamline 6.0 sliced x-ray source to reduce background and (2) for ultrafast magnetization experiments. Streak-camera detection complements the use of sliced pulses of x-rays in that they record an entire time sequence in one shot, they can work at a high repetition rate in principle, and can be used in conjunction with any ALS beamline. Although streak cameras have been around for many years, they have a range of problems that we are trying to address. The most serious is that the conversion of x rays to electrons is inefficient, with a typical yield being a few percent in the soft x-ray range and less than this in the hard x-ray range. We have addressed this by examining the use of grazing-incidence photocathodes. The basic idea is very simple: to match the penetration of the x rays from the surface to the secondary escape depth, which can be done by going to a grazing geometry. Figure 7 shows the pulsed quantum efficiency (PQE) for CsI as a function of angle, and this demonstrates that a PQE of 100% can be reached. This particular measurement was for 1-keV x rays. The detective quantum efficiency (DQE) reached a maximum of around 60%, lower than the PQE because of the spread in the probability of exciting a particular number of electrons with each x-ray photon. This spread lowers the statistical certainty of a measurement and, hence, the DQE. A grazing-incidence
A second issue with streak cameras is jitter between the excitation pulse and the sweep, caused by laser intensity jitter activating the photoconductive switch for the sweep plate at slightly different times. This jitter problem is being addressed by careful attention to laser intensity stability. In addition, we are developing a system that time stamps the sweep by putting a frequency-tripled ultraviolet (UV) pulse onto the photocathode. Each frame is recorded, unlike in a conventional camera, and then jitter is removed on a shot-by-shot basis by referencing each sweep to the time zero established by the UV pulse signal. The challenge is to do this at the 5-kHz repetition rate of the camera.

We are also investigating the absolute time resolution set by space charge and by electron scattering within the photocathode, as well as ways to make an isochronous electron imaging system. One of the principal restrictions on
temporal resolution is the chromaticity of the secondary electrons that produce the image. Electrons created at the same time but with different initial energies are swept to different positions on the detector. To counter this, an optimum design should be isochronous, i.e., electrons of any initial energy take the same time to pass through the optical system. Such systems are commonly used in some high-energy accelerators, and we are using similar methods in our initial studies of corrected isochronous cameras.

::

Other Ongoing Projects

The PEEM-3 beamline in Sector 11 is under construction, with first light expected early in 2005. The PEEM-3 microscope itself is an aberration-corrected photoemission electron microscope and should be ready for initial testing in spring 2005. Major components of these systems are now being fabricated. The beamline and microscope combined should give unprecedented performance, with around 1000 times the throughput and 5–10 times the resolution of PEEM-2.

The group is also working on an ultrafast x-ray science facility in Sector 6. The source is a 30-mm-period 1.5-T in-vacuum undulator/wiggler. Short pulses of x-rays will be produced by laser-induced energy modulation combined with vertical dispersion and imaging. This “slicing” of the beam will produce pulses of x rays ~200 fs long. The first beamline, expected to be operational in spring 2005, will use a soft x-ray spectrometer system with an imaging detector, allowing whole spectra to be measured at once. A second beamline, to come online later, will be a conventional two-crystal monochromator beamline for higher-energy x rays.

We are also working on the details of moving the microdiffraction beamline to a superbend and on all aspects of the ALS upgrade. This will involve significant optics upgrades to most beamlines and the addition of more chicaned undulator beamlines. This is a major design and planning activity and is well underway.
Introduction

The primary mission of the Scientific Support Group (Figure 1) is to support the efforts of researchers at the ALS through scientific and technical collaboration and scientific outreach. Working with the users, the SSG plays an important role in developing novel instrumentation that enables cutting-edge science. Depending on the needs of the user, the degree of collaboration can range from technical assistance with the beamline to full partnership in developing new research programs.

Scientific Outreach

The SSG strives to expand the scientific program of the ALS and broaden its user base through publications and presentations. The group organizes a variety of seminars, including the weekly ALS/CXRO seminar series and a targeted weekly SSG lecture series. The weekly lectures cover a wide range of topics and are given by world-renowned scientists. The group also organizes the quarterly ALS Colloquium.

Working together with the Users’ Executive Committee, the SSG also helps to organize workshops exploring new scientific opportunities and needs for new beamlines or experimental facilities. During the 2003 ALS Users’ Meeting, six such workshops were heavily attended by enthusiastic scientists, triggering many fruitful discussions that should spark further advances at the ALS.

The ALS Doctoral Fellowship in Residence program, established in 2001, has been very popular among doctoral students and has been received with much appreciation. The doctoral fellowships enable students to acquire hands-on scientific training and develop professional
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maturity for independent research. More details are given at the ALS Web site (www-als.lbl.gov/als/fellowships). A selection committee consisting of J. Doudna (Chair, UEC), F. Himpsel, Z. Hussain, S. Bader (Chair, Scientific Advisory Committee), and N. Smith recommended the following recipients for doctoral fellowships for academic year 2004 (Figure 2):

Yulin Chen (Stanford University, spin-resolved photoemission spectroscopy)
Mohammad Gharaibeh (University of Nevada, Reno, ion spectroscopy)
Darcy Peterka (UCB, photoionization and photoelectron imaging of nanodroplets)

Daniel Rolles (Freie University, Germany, atomic, molecular, and optical physics)
Zhe Sun (University of Colorado, angle-resolved photoemission spectroscopy)
Joshua Turner (University of Oregon, coherent soft x-ray magnetic scattering)
Mandana Veiseh (University of Washington, biomaterials/nanotechnology)
Feng Wang (University of Michigan, photoemission and spectroscopy of correlated systems)

Support

SSG members are responsible for the operation, upgrade, and maintenance of most of the facility beamlines and many of the permanent endstations at the ALS. The undulator-based beamlines—4.0.2, 7.0.1, 8.0.1, 10.0.1, a photoemission branchline on 12.0.1, and a coherent science branchline 12.0.2—each have one to two SSG staff members responsible for their continued operation. The group is also playing an active role in fixing some of the problems in the operation of the chemical dynamics complex
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(Beamline 9.0.2), which is operated by Berkeley Lab’s Chemical Sciences Division under separate funding from BES. The SSG has also received $3.5M in funding from BES for the development of a new meV-resolution beamline (MERLIN) optimized for the study of inelastic x-ray scattering and ultrahigh-resolution photoemission. Members of the SSG put great emphasis on making the development of novel instrumentation more efficient and user friendly. Also in 2003, the group has designed and developed several new experimental systems, some of which are described below.

Member Research

Staff scientists within SSG are expected to maintain scientific and technical excellence in areas of synchrotron radiation research. Participation in active scientific programs is essential for such development, and all of the SSG scientists are active members of research programs at the ALS.

::

Coherent Soft X-Ray Magnetic Scattering at Beamline 12.0.2

A new endstation dedicated to coherent x-ray resonant magnetic scattering (CXRMS) has been installed and commissioned on Beamline 12.0.2. This instrument specializes in the use of coherent light to probe magnetic nanostructures, utilizing the high brightness and coherence properties of ALS soft x-ray undulator radiation. While magnetic scattering (with incoherent light) gives information about magnetic structure and correlation at long range, coherent light yields speckle patterns, which relate to short-range magnetic order. CXRMS will provide access to magnetic fluctuations on the nanometer length scale and the microsecond time scale, providing an important conceptual bridge between the nano- and macroscopic scales.

Development of this instrument emerged from experiments in collaboration with S. Kevan (University of Oregon), L. Sorensen (University of Washington), J. Kortright (Berkeley Lab’s Materials Science Division), and E. Fullerton (Hitachi Global Storage Technologies). By extracting a transversely coherent beam directly from the undulator radiation on ALS Beamline 9.0.1, speckle patterns were obtained from a Co/Pt multilayer, structured on the nanometer scale. A static soft x-ray speckle metrology technique was developed to test the microscopic memory of the magnetic domain pattern (see “Learning How Magnets Forget” in the Materials Science section of the Science Highlithst chapter). These promising results motivated the construction of a new endstation dedicated to CXRMS that will extend these static experiments into the time domain.

The design of Beamline 12.0.2 was specifically optimized to produce an intense, well focused beam of transversely coherent soft x-rays, using a variable-line-spacing (VLS) grating monochromator with K-B refocusing mirrors. To illustrate the high degree of coherence, a diffraction pattern obtained from a circular pinhole is presented in Figure 3.

The new CXRMS endstation (Figure 4) includes an octopolar assembly of electromagnets capable of producing a magnetic field of up to 0.56 T with arbitrary orientation. The scattering chamber features a series of flanges in the vertical scattering plane. Scattered light can be measured either in transmission geometry using the main exit flange or in reflection geometry at angles from 0° (grazing incidence) to 180° (back scattering). The sample is mounted on a precision xyz stage through a side port. A cryogenic system allows temperature-dependent studies. Because the K-B mirrors focus the beam into a
small spot, the system requires a small spatial filter pinhole and a correspondingly large speckle solid angle, so that the flux scattered into a single speckle will be enhanced. As shown in Figure 5, an array of micron-sized pinholes is mounted in front of the sample stage for spatial filtering. It can move independently in the horizontal and vertical directions thanks to an inchworm and a bender device. The distance between sample and pinhole is about 5 mm, thus giving near-field illumination and good oversampling conditions.

This new facility is now operational and the first experiments have been performed on reference magnetic systems. The study of magnetic speckle patterns at different resonance edges and different scattering angles will provide information about the true local magnetic configuration within a material as well as spatial and temporal fluctuations under different parameters (magnetic field, temperature, etc). This technique can be used to study various types of magnetic systems, from thin films to nanoparticles.
Vector Magnetometry Endstation Upgrades

The vector magnetometry endstation on EPU Beamline 4.0.2 allows polarization-dependent x-ray absorption measurements in magnetic fields applied in any direction relative to the incoming x-ray beam and the sample surface.

Replacing the steel poles used so far to obtain fields up to 0.9 T with newly fabricated aluminum poles allows us to sweep the field in 25-µT steps over the range of ±0.15 T. For the study of very soft magnetic systems, the use of the remanence-free aluminum poles is clearly advantageous. Switching between the two sets of poles is possible within a few hours.

Recently, a cryogenic sample holder that covers temperatures from 15 to 450 K (measured at the sample) and with azimuthal and polar rotation capabilities was developed (Figure 6). Because access to the measurement chamber is limited (only 0.8 inches, set by the magnet dimensions), the main challenge was to design a very compact system that includes a bias mesh necessary to obtain high-quality data in electron-yield measurements in an applied field.

The new low-field and low-temperature capabilities of the system were recently employed to study magnetization reversal processes in Fe/MnF₂ bilayers (results are shown in Figure 7) in collaboration with K. Liu (UC Davis) and I.K. Schuller (UC San Diego).
ESF Chamber Goes to the Fourth Dimension

The Electronic Structure Factory (ESF) end-station at Beamline 7.0.1 has had a significant software upgrade this year to facilitate band mapping over a very wide range of 3D \( k \)-space values as well as to aid in data visualization. Users can now routinely acquire a 4D data set (energy, \( k_x \), \( k_y \), \( k_z \)) encompassing the band structure throughout most of a typical bulk Brillouin zone. The technique has significant advantages over other Fermi-surface mapping techniques because of its model-independent visualization of Fermi surfaces, the additional measurement of underlying band structure, and its applicability to disordered materials such as alloys as well as non-conductive materials. So far, the technique has been applied mainly toward electronic structure determination of magnetic metals.

Figure 8 illustrates a “brute-force” collection of band-structure data sampled uniformly throughout 3D \( k \)-space for a hydrogenated tungsten (110) surface and obtained in about 90 minutes. Selective constant-energy cuts of the resulting 4D data set show cross sections of 3D surfaces which can be directly compared to calculated Fermi surfaces (left panel). In addition, the underlying bands can be interpolated along any arbitrary trajectory through the complete data set. Also useful is the straightforward identification of surface states whose geometry is conserved with respect to momentum perpendicular to the surface.

Figure 9 illustrates data acquisition along arbitrary trajectories in \( k \)-space by coordinated movement of the monochromator and sample goniometer. The upper panel shows calculated 3D representations of the Fermi surface of bulk Cr metal consisting of electron and hole pockets. The lower panel shows cross sections of the electronic bands at constant energy for the Fermi energy, \( E_F \) (directly comparable to the upper figure), and for 0.21 eV below \( E_F \). In contrast to conventional measurements at constant photon energy (blue line), the data were obtained...
in a plane with k_z (along surface normal) held fixed (red line), which cuts through the symmetry plane in a much more useful fashion. The ability to record a wide range of binding energies simultaneously allows us to see a backfolding of the hole pocket from the H symmetry point toward K, indicating the presence of a symmetry change from paramagnetic to antiferromagnetic metal caused by a commensurate spin-density wave (arrow). T.S. Choy et al. (University of Florida) worked out the theory and E. Rotenberg (ALS) and S.D. Kevan (University of Oregon) did the experiment.

As a result of these developments, a typical one-week photoemission run now yields in excess of 10 gigabytes of data. The adoption of large-scale data storage and fast processors, once the exclusive territory of protein crystallography or microscopy users, has now become routine for angle-resolved photoemission practitioners.

:::

Resolving Power of the ARPES Branch of Beamline 12.0.1

Development of the Beamline 12.0.1 ARPES endstation equipped with the highly efficient SES-100 electron spectrometer brought a new challenge for the beamline staff and the community of scientists interested in performing ARPES experiments. The large gap between the resolving power delivered by the existing VLS plane-grating monochromator (~1200, or $\Delta E = 50 \text{ meV}$ at 60-eV photon energy) and the energy resolution of the SES-100 (~5 meV) called for a sharp boost in the resolving power of the monochromator. Although a tenfold increase in the resolving power of a beamline designed for high throughput and low resolution seemed a huge stretch, the year-long effort shared by the SSG and CXRO was a success, and a resolving power of 10,000 has been obtained (Figure 10). This was achieved with a new VLS grating that, unlike the original 200-line/mm grating, was blazed to operate in a negative diffraction order. The new grating, designed by E. Gullikson (CXRO), has both 300- and 600-line/mm rulings on a single substrate. The grating was ruled by T. Tanaka (Hitachi High-Technologies Corporation) on a gold-coated substrate supplied by CXRO. The coating process developed by CXRO proved to be the key to creating a high-efficiency grating (Figure 11).

The scientific program was mainly devoted to studies of strongly correlated materials, including high-temperature superconductors, colossal magnetoresistance (CMR) compounds, and exotic superconductors (e.g., doped cobalt oxides). A UCB group led by A. Lanzara studied the electronic structure of carbon nanotubes and diluted magnetic semiconductors. Responding to the wishes of many users, we have designed and built a new sample manipulator capable of three rotational degrees of freedom. It is coupled to...
the liquid-helium cryostat, which can cool the sample down to 13 K. Another important upgrade is a sample load-lock chamber allowing simultaneous loading and storage of up to six samples. The load-lock chamber is also equipped with a compact electron-beam heater and thermocouple. Hence, samples can be annealed at temperatures of up to 3000 °C. Since many of the compounds studied at the ARPES endstation have a limited lifetime in the vacuum chamber and are generally not available in big quantities, much time was spent improving the vacuum conditions. For example, the CMR material LaSrMnO (probably the most sensitive) does not show signs of aging during the typical eight-hour period required for its complete measurement.

::

First Far-IR Microscopy at Beamline 1.4.3

Extending the reach of synchrotron IR microscopy to longer wavelengths will allow users to measure lower-frequency vibrational modes. At present, the IR microscope on Beamline 1.4.3 has an MCT-A detector with a low-frequency cut-off of ~650 cm⁻¹. The KBr beam splitter will, in principle, allow measurements down to about 400 cm⁻¹. Measurement of lower frequencies will require a different beam splitter and a different detector.

To test the longer-wavelength capabilities of the beamline and instrumentation, we purchased a solid-silicon beam splitter (nominal range 50–700 cm⁻¹), and we manually added a flat mirror inside the microscope’s detector compartment to direct the light from the sample out the
side of the microscope. This light was then focused using an off-axis parabolic mirror onto the entrance cone of a liquid-helium-cooled silicon bolometer. This bolometer was used with its 700-cm$^{-1}$ cut-on filter and a low-noise amplifier. The detected IR signal was sent back into the spectrometer for interferrogram acquisition and subsequent Fourier-transform processing. The side of the microscope cover and the parabolic mirror were located in air for these initial tests, so the far-IR water-vapor spectrum will be a limitation in performance. In the future, we will enclose and purge this part of the optical path.

The measured raw single-beam far-IR spectrum is shown in Figure 12. It was obtained using the synchrotron source in reflection off of a gold-coated microscope slide and the 15× objective, with 128 scans, 4-cm$^{-1}$ resolution, a scanning mirror velocity of 1.266 cm/s, and amplified 20 times with 100-Hz roll-on and 10-kHz roll-off filters. One-hundred-percent signal-to-noise lines show 1% rms noise from 220 to 675 cm$^{-1}$ and usable signal to about 200 cm$^{-1}$, with the water-vapor absorption locations degrading the signal-to-noise ratio at each dip around this low frequency. Purging the space between the microscope and the IR detector significantly improved this low end, pushing the usable signal to below 150 cm$^{-1}$.

To test the spatial resolution of the focused synchrotron spot in the microscope and determine if we are indeed maintaining diffraction-limited performance into the far IR, a line scan with 5-micron steps across a test sample was performed. The test sample consisted of a
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Photomicrograph of the gold strip on glass used to test the spatial resolution of the synchrotron beam as a function of wavelength.

![Figure 14](image14.png)

Plot of intensity vs. position for five representative wavelengths. The sharpness of the measured edge allows the determination of resolution. The measured resolution as a function of wavelength is shown in the inset.
140-micron-wide sharp edge of gold evaporated onto a glass slide (Figure 13).

The measured intensity was integrated over numerous ~50-cm^-1-wide regions wherever there was significant intensity in the spectra as a function of distance across the line map. Several representative intensity vs. position graphs are plotted in Figure 14. One can immediately recognize that the sharpness of this step in intensity changes as a function of wavelength, with short wavelengths showing a sharper rise than longer wavelengths, as expected. The solid lines in Figure 14 are fits to the data, and these fits allow us to determine a spatial resolution for each wavelength. The measured resolution is plotted as a function of wavelength in the inset. The slope of the dashed line—0.78—indicates that the spot size is 0.78 μm. The error bars are large at the longest wavelengths as these signals were quite low.

This new far-IR capability is important for matching astronomical observations, studying low-frequency metallo-organic modes, surface electrochemical products, impurities in semiconductors, etc. It is a collaborative project between the ALS (M.C. Martin, J. Singley) and LLNL (S. Bajt).

::

Recent Advances in AMO Science on Beamline 10.0.1

On the fiscal front, our users have been successful in applying for grants to improve the beamline and update its suite of endstations. K. McLaughlin (Loras College) received an NSF grant to partially fund a new grating for the beamline and extend its utility to lower photon energies. While the spherical grating monochromator (SGM) covers energies from 18 to ~350 eV with three different gratings, the undulator can cover a much broader range, from ~11 to over 700 eV at 1.9 GeV. The AMO group is interested in both lower and higher energies, but the included angle of the monochromator, 165°, restricts its usefulness at higher energies because of low reflectivity. The addition of a grating to the monochromator requires the use of dual groove patterns on a single substrate because the design of the monochromator mechanism allows for only three gratings to be installed in the vacuum chamber. The new grating is expected to be installed and in use providing lower-energy photons to users in mid-2005. Also, N. Berrah (Western Michigan University) and J. Bozek (ALS) received a grant to expand the capabilities of the AMO endstations. Preliminary plans call for upgrading the Scienta electron spectrometer and building a new ion-photon endstation for crossed-beam experiments, as well as other projects. These upgrades will be implemented over the next two to three years.

Notable developments in the scientific program include successful experiments involving supersonic jets. Very high resolution electron-energy measurements of gaseous targets can become dominated by Doppler broadening in light targets or at high electron kinetic energies. To overcome this limitation, gas jets in which all of the atoms are traveling in the same direction are typically employed. We have previously used a nonsupersonic jet with an electron spectrometer on Beamline 9.0.1 to measure “sub-Doppler” spectra of H₂ [G. Ohrwall et al., J. Phys. B 32, 51 (1999)]. In that work, the molecules were not cooled, although the spectra were sufficiently...
resolved to exhibit several rotational states accompanying the vibrational peaks. Recently, however, we have employed a precooled supersonic continuous gas jet to produce a beam of rotationally cooled $\text{H}_2$ and found that the spectra exhibit only two rotational levels (Figure 15). Rotational cooling will be essential for achieving higher-resolution photoelectron spectra for larger polyatomic systems. With the demonstration of cooling in $\text{H}_2$, we are confident of further successes with larger molecules in the near future.

The supersonic jet is also useful for producing van der Waals clusters of rare-gas atoms. We recently performed electron-spin measurements on Xe clusters using the circular polarization capabilities of Beamline 4.0.2. The measurements were made during two-bunch operation and utilized the electron time-of-flight spectrometer fit with a Mott detector from N. Berrah’s group. The spectra, shown in Figure 16, were obtained with both left and right circularly polarized light and fit with peaks representing the atoms and surface and bulk constituents of the clusters. The resulting electron-spin polarizations, obtained from the areas of the peaks in the four spin-resolved spectra shown in the figure, indicate that electrons from the bulk atoms are less polarized than those from atoms at the surface of the cluster or those from the free atoms also present in the beam. These preliminary results indicate a fruitful new direction for AMO science and will be followed up in the next year.
USER SERVICES

Gary Krebs, User Services Group Leader

:: Introduction

The User Services Group provides an interface to the ALS for new and continuing users. The group is made up of the User Services Administration, Beamline Coordination, Materiel Management, and Technical Information Sections. These groups work together to provide the users with a wide range of services. It is the goal of the ALS to continue to provide these varied services in a friendly and efficient manner.

:: User Services Administration

The User Services Office is located on the mezzanine floor of the ALS, just to the left of the reception area. The User Services Office is staffed by administrative personnel (Figure 1) who help new users through the registration process required before beginning work at the ALS. All users receive an electronic identification key card, which allows them access to Berkeley...
Lab and the ALS experiment floor. About 1700 users had access to the experiment floor in 2003. New users also watch a short safety video that describes some of the potential safety hazards at the facility and outlines the experiment safety checkout process. New users can complete much of the processing before they arrive by preregistering on the ALS Web site (www-als.lbl.gov). Through its oversight of the registration process, the User Services Administration Section also collects data about user publications and demographics. As a national user facility, the ALS is required to report these statistics annually to the U.S. Department of Energy.

In another of its many functions, the User Services Administration Section coordinates the allocation of beam time through a peer-review process. For all the sciences except protein crystallography, general user requests for beam time are received through the ALS Web site twice annually. Protein crystallography proposals, also submitted over the Web, are received and evaluated bimonthly to better serve the rapid-access needs of the crystallography community. Proposals for beam time are ranked by a Proposal Study Panel (PSP), and beam time is allocated based on principles and guidelines agreed upon by the ALS and the Users’ Executive Committee (UEC). These principles and guidelines adhere to those of the International Union of Pure and Applied Physics. The UEC, elected annually by the users, is the voice of that diverse group and represents them at the ALS as an advisory body. PSP members are chosen in consultation with the UEC to cover the wide range of sciences represented at the ALS. The User Services Administration Section provides administrative and logistical support to both the PSPs and the UEC.

The proposal submission and beam time allocation process is described in greater detail on the ALS Web site (www-als.lbl.gov/als/quickguide/independinvest.html).

The User Services Office can also help out-of-towners find a place to stay while working at the ALS. The office manages the ALS apartments (Figure 2), which are located near Berkeley Lab on the main shuttle-bus route. The apartments are available to all ALS users, and detailed information about costs and other factors can be found on the Web (www-als.lbl.gov/als/quickguide/housing.html).

The User Services Administration Section is managed by Jeff Troutman and includes Sharon Fujimura, Zalashya Lowry, Barbara Phillips, Molly Stoufer, and Adriana Reza.
:: Beamline Coordination

The Beamline Coordination Section (Figure 3) serves as a point of contact for users on the experiment floor. Section members act as liaisons between users and ALS and Berkeley Lab resources. A crucial function of this group is to ensure that all user experiments are checked for safety. Section members work closely with various Berkeley Lab safety specialists in the areas of electrical, mechanical, chemical, radiation, seismic, and laser safety. This safety checkout process is required in order to assure the safety of all users on the experiment floor. Upon the successful completion of the required safety checks, section members enable the beamline to receive light. The Beamline Coordination Section is led by Donna Hamamoto and includes John Pruyn and David Malone.

:: Materiel Management

The Materiel Management Section (Figure 3) provides shipping, receiving, temporary storage, and endstation setup services. The section maintains a stock room of parts and equipment commonly needed by ALS users and ALS technicians (Figure 4). These supplies are accessible by key card 24 hours a day. The section is managed by Gary Giangrasso and includes Todd Anderson, Tony Marquez, and Kenneth Winters.
Technical Information

The Technical Information Section (Figure 5) provides information about the science carried out at the ALS to the scientific and technical community, government officials, and the general public. The members of this section are responsible for this Activity Report as well as the science highlights on display in the ALS lobby and on the ALS Web site. The section maintains and develops the ALS Web site and produces the electronic newsletter, ALSNews. The group’s members also prepare special brochures and create posters and announcements for countless workshops and conferences. The group maintains strong ties to the educational community within the state of California, around the U.S., and abroad. The Technical Information Section is led by Art Robinson and includes Annette Greiner, Elizabeth Moxon, Lori Tamura, and Greg Vierra.
SPECIAL EVENTS

Artist: Dung Minh Tran
During the opening session, SRI03 co-chairs Howard Padmore (ALS) and Jo Stöhr (Stanford University) welcomed an overflow crowd to the conference.

San Francisco, August 25–29

An exciting and comprehensive program of plenary talks, parallel sessions, and posters attracted more than 750 attendees to the beautiful Yerba Buena Center for the Arts in downtown San Francisco for SRI03. For four days, meeting participants were treated to an outstanding array of speakers and topics covering every-thing from new developments in synchrotron radiation sources to advanced techniques in spectroscopy, beamline instrumentation, and the development of novel radiation sources. All conference talks are posted on the Web at www.sri2003.lbl.gov/html/presentations.html.

Also included in this year’s meeting was a Public Science Day designed to introduce the general public to synchrotron-related science. The day was capped with a public lecture by Berkeley Lab’s award-winning astrophysicist Saul Perlmutter, who spoke to an audience of over 400 on “Supernovae, Dark Energy, and the Accelerating Universe.” The meeting concluded with tours of the facilities that co-sponsored the event, the ALS and the Stanford Synchrotron Radiation Laboratory.
Parallel sessions, vendor exhibits, and posters sessions drew enthusiastic crowds daily.

Lunch breaks were an opportune time to stroll in Yerba Buena Gardens or relax and chat with colleagues.
On the final day of the conference, attendees were bused to the ALS for a half-day tour of the facility.
Visitors to the public science exhibits viewed ALS-themed artwork by UC Berkeley students and tried their hand at the linear accelerator model.

Saul Perlmutter entertained a capacity audience of SRI03 attendees and the general public during his talk about supernovae and the accelerating universe.
This year’s meeting drew a capacity crowd of users, staff, and vendors interested in hearing about recent research conducted at the ALS over the last year. In addition to the usual meeting program of facility updates, scientific highlights, vendor exhibits, poster sessions, and the awards banquet, meeting attendees were treated to a special session of talks and displays celebrating the 10-year anniversary of ALS operations. Two of the key players in the early history of the ALS, David Attwood and Jay Marx, provided intriguing glimpses into the trials and tribulations of funding and building the facility. Their talks were followed by a reception on the patio, where current and former ALS staffers had the chance to view a display of photographs chronicling the construction and commissioning of the ALS.

ALS Division Director Daniel Chemla answers users’ questions after giving his talk on the state of the ALS.
Scientific highlight speakers included Sheryl Tsai (UC Irvine), Norman Mannella (UC Davis), Byron Freelon, Carolyn Larabell, and Karine Chesnel (all from Berkeley Lab).
During the special retrospective session, Berkeley Lab’s David Attwood gave an entertaining talk about securing funding for the construction of the ALS entitled, “The Impossible Dream.”

A busy poster session, historical displays, and a reception for ALS staff, past and present, concluded the first day of the meeting.
Ruth Halbach presented the Klaus Halbach Award for Innovative Instrumentation at the ALS to Mark Le Gros (Physical Biosciences Division) for developing an automated tomography station for x-ray microscopy of biological materials. Mrs. Halbach also presided over the dedication of the main ALS conference room to the memory of her late husband, whose invention of permanent-magnet insertion devices revolutionized third-generation synchrotron light sources.

Following the dinner buffet on the patio, award recipients posed for a photo. From left: Tonio Buonassisi (UC Berkeley), winner of the student poster competition for a study of copper contaminants in polycrystalline silicon solar cell material; presenter Ruth Halbach; Mark Le Gros (noted above); Donna Hamamoto (ALS Beamline Coordination), recipient of the Tim Renner User Services Award; and Xing-Jiang Zhou (Stanford University and Berkeley Lab), who took home the David A. Shirley Award for Outstanding Science for his angle-resolved photo-emission studies of high-temperature superconductors.
Lake Tahoe, July 8–11

On the sunny shores of Lake Tahoe, more than 75 representatives from the infrared scientific programs at 13 light sources and 10 free-electron laser facilities convened for a series of talks and poster presentations covering recent advances in infrared science. The International Workshop on Infrared Microscopy and Spectroscopy with Accelerator-Based Sources (WIRMS 2003), sponsored by the ALS and Stanford University, included sessions about biomedical spectroscopy, terahertz microscopy, environmental and planetary sciences, and strongly correlated materials.
Berkeley Lab, December 4–7

Nearly 100 people attended this ALS workshop that focused on the use of crystallographic techniques to study of chemical reactions and phase transitions induced by the application of high pressure. Sponsored by the International Union of Crystallography (IUCr) and the Consortium for Materials Properties Research in Earth Sciences (COMPRES), the workshop provided an active forum for participants to discuss the current state of the field and future courses of research. The workshop was preceded by a one-day practicum that attracted more than 60 participants interested in hands-on instruction in high-pressure synchrotron techniques.

Practicum participants got a close look at the infrared microscope with ALS beamline scientist Mike Martin.
In April, members of the House Energy and Water Development Appropriations Subcommittee—a key congressional panel for science funding—visited the ALS as part of a larger visit to Bay Area national laboratories and water projects. The committee chair, Rep. David Hobson, along with Rep. Marion Berry and Rep. Michael Simpson, met with senior Berkeley Lab management and heard about Lab programs such as advanced scientific computing (NERSC), the supernova satellite project (SNAP), and the Molecular Foundry. At the ALS, Director Daniel Chemla gave a brief introduction to the ALS, a few vital statistics, and a survey of future developments. The congressional delegation was then escorted to the experiment floor, where they visited several beamlines.

To honor the tenth anniversary of the ALS, Berkeley Lab sponsored a special program of talks that included a retrospective of the construction of the synchrotron by former ALS Project Manager Jay Marx, and a look into the future direction of scientific research at the facility by ALS Deputy Division Director Neville Smith. The talks were followed by tours of the ALS for lab employees and a cake-cutting ceremony in the ALS lobby.
Beamline 12.0.2 Dedication

On April 22, ALS Director Daniel Chemla and Berkeley Lab Director Charles Shank cut the ribbon on the new coherent soft x-ray Beamline 12.0.2. A joint project of the ALS, the Center for X-Ray Optics (CXRO), and the University of Oregon, the beamline will produce microwatts of tunable coherent soft x-rays to do a wide range of experiments in both scattering and optics.

Joining in the dedication are (from left) Steve Kevan from the University of Oregon, CXRO Head Erik Anderson, and ALS Scientific Support Group Leader Zahid Hussain. Watching the proceedings behind Anderson is CXRO’s Dave Attwood. Also on hand were (left to right in back) Ron Oort, Patrick Naulleau, Kevin Bradley, Bryan Hoef, Paul Denham, Rene Delano, Gideon Jones, Ken Goldberg, Hanjing Huang, and Drew Kemp.

CALIPSO Grows

The California High-Pressure Science Observatory (CALIPSO) program welcomed new member Lawrence Livermore National Laboratory in August. CALIPSO, a consortium of seven institutions, is currently focused on developing a new beamline at the ALS designed for studying materials held in diamond-anvil cells and heated with lasers.
ALS staff and users were treated to a unique event in May when students from UC Berkeley displayed their artistic impressions of the ALS on the outdoor patio. The students, from the art, architecture, and engineering departments on campus, had recently spent two evenings at the ALS painting and drawing at various locations around the experiment floor. The result of their efforts was a colorful array of images of everything from wiring and monochromators to the historic ALS dome. For ALS staff, it was a rare opportunity to see their environment through the fresh eyes of artists, and for the students, it was an intriguing glimpse into the big research facility up on the hill. The artwork of several of the students is featured on the divider pages of this report.
ALS in the Movies

The ALS suffered a little movie fever this year when it played a supporting role in this year’s blockbuster movie “Hulk.” Actors and technicians spent a week filming a series of scenes using the ALS and the surrounding area.

Director Ang Lee (second from right) and his staff review footage during a film shoot under the ALS dome.
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Using the Advanced Light Source

The ALS, a Department of Energy national user facility, welcomes researchers from universities, industry, and government laboratories. Qualified users have access as members of either participating research teams (PRTs), approved programs (APs), or as general users. PRTs and APs (groups of researchers with related interests from one or more institutions) construct and operate beamlines and have primary responsibility for experiment endstation equipment. They are entitled to a certain percentage of their beamline’s operating time commensurate with the resources that they have contributed to the beamline. Through a peer-reviewed proposal process, the remaining beam time is granted to general users, who may provide their own endstation or negotiate access to a PRT- or AP-owned endstation.

The ALS does not charge users for beam access if their research is nonproprietary. Users performing proprietary research are charged a fee based on full cost recovery. All users are responsible for the day-to-day costs of research (e.g., supplies, phone calls, technical support).

The nominal operating energy of the ALS
storage ring is 1.9 GeV, although it can run from 1.0 to 1.9 GeV, allowing flexibility for user operations. At 1.9 GeV, the normal maximum operating current is 400 mA in multibunch operation. The spectral range of undulator and wiggler beamlines extends from photon energies of roughly 5 eV to 21 keV; on superbend beamlines the range is between 2.4 and 60 keV. Bend magnets produce radiation from the infrared to about 20 keV.

The ALS is capable of accommodating approximately 50 beamlines and more than 100 endstations. The first user beamlines began operation in October 1993, and there were 36 operating beamlines, with several more under construction, by the end of 2003.

### ALS Beamlines*

<table>
<thead>
<tr>
<th>Beamline Source</th>
<th>Areas of Research/Techniques</th>
<th>Monochromator</th>
<th>Energy Range</th>
<th>Operational</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4.2 Bend</td>
<td>Visible and infrared FTIR</td>
<td>Interferometer</td>
<td>0.002–3 eV (15–7500 cm⁻¹)</td>
<td>Now</td>
</tr>
<tr>
<td>1.4.3 Bend</td>
<td>Infrared spectromicroscopy</td>
<td>Interferometer</td>
<td>0.01–1 eV (100–10,000 cm⁻¹)</td>
<td>Now</td>
</tr>
<tr>
<td>1.4.4 Bend</td>
<td>Infrared spectromicroscopy</td>
<td>Interferometer</td>
<td>0.05–1 eV (550–10,000 cm⁻¹)</td>
<td>Now</td>
</tr>
<tr>
<td>3.1</td>
<td>Diagnostic beamline</td>
<td>Mirror/filter</td>
<td>1–2 keV</td>
<td>Now</td>
</tr>
<tr>
<td>3.2.1 Bend</td>
<td>Commercial LIGA</td>
<td>None</td>
<td>3–12 keV</td>
<td>Now</td>
</tr>
<tr>
<td>3.3.1 Bend</td>
<td>LIGA</td>
<td>None</td>
<td>1–20 keV</td>
<td>Now</td>
</tr>
<tr>
<td>3.3.2 Bend</td>
<td>LIGA</td>
<td>None</td>
<td>1–20 keV</td>
<td>Now</td>
</tr>
<tr>
<td>4.0.1 EPU8</td>
<td>Magnetic and Polymer Nanostructures (MERLIN)</td>
<td>SGM</td>
<td>15–150 eV</td>
<td>2005</td>
</tr>
<tr>
<td>4.0.2 EPU5</td>
<td>Magnetic spectroscopy</td>
<td>None</td>
<td>52–1900 eV</td>
<td>Now</td>
</tr>
<tr>
<td>4.0.2 EPU5</td>
<td>X-ray absorption chamber</td>
<td>Variable-included-angle PGM</td>
<td>52–1900 eV</td>
<td>Now</td>
</tr>
<tr>
<td>4.0.2 EPU5</td>
<td>Advanced photoelectron spectrometer/diffractionometer</td>
<td>Variable-included-angle PGM</td>
<td>52–1900 eV</td>
<td>Now</td>
</tr>
<tr>
<td>5.3.1 Bend</td>
<td>Femtosecond phenomena</td>
<td>Double crystal</td>
<td>2.2–10 keV</td>
<td>2006</td>
</tr>
<tr>
<td>5.3.2 Bend</td>
<td>Polymer scanning transmission x-ray microscopy</td>
<td>SGM</td>
<td>250–700 eV</td>
<td>Now</td>
</tr>
<tr>
<td>6.0.1 U3</td>
<td>Femtosecond phenomena</td>
<td>Double crystal</td>
<td>1.8–12 keV</td>
<td>Now</td>
</tr>
<tr>
<td>6.0.2 U3</td>
<td>Femtosecond phenomena</td>
<td>VLS-PGM</td>
<td>200–300 eV</td>
<td>2005</td>
</tr>
<tr>
<td>6.1.2 Bend</td>
<td>High-resolution zone-plate microscopy</td>
<td>Zone-plate linear</td>
<td>300–1000 eV</td>
<td>Now</td>
</tr>
<tr>
<td>6.3.1 Bend</td>
<td>Calibration and standards, EUV/soft x-ray optics testing, solid state chemistry</td>
<td>VLS-PGM</td>
<td>300–2000 eV</td>
<td>Now</td>
</tr>
</tbody>
</table>

* The information in this table is valid as of May 2004. The most current information about ALS beamlines is available on the Web at www-als.lbl.gov/als/als_users_bl/bl_table.html.
<table>
<thead>
<tr>
<th>Beamline</th>
<th>Source</th>
<th>Areas of Research/Techniques</th>
<th>Monochromator</th>
<th>Energy Range</th>
<th>Operational</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.3.2</td>
<td>Bend</td>
<td>Calibration and standards; EUV optics testing; atomic, molecular, and materials science</td>
<td>VLS-PGM</td>
<td>50–1300 eV</td>
<td>Now</td>
</tr>
<tr>
<td>7.0.1</td>
<td>U5</td>
<td>Surface and materials science, spectromicroscopy</td>
<td>SGM</td>
<td>100–800 eV</td>
<td>Now</td>
</tr>
<tr>
<td>7.2</td>
<td>Bend</td>
<td>Diagnostic beamline</td>
<td>Filter/none</td>
<td>Far IR–17 keV</td>
<td>Now</td>
</tr>
<tr>
<td>7.3.1.1</td>
<td>Bend</td>
<td>Magnetic microscopy, spectromicroscopy</td>
<td>SGM</td>
<td>175–1500 eV</td>
<td>Now</td>
</tr>
<tr>
<td>7.3.1.2</td>
<td>Bend</td>
<td>Surface and materials science, micro x-ray photoelectron spectroscopy</td>
<td>SGM</td>
<td>175–1500 eV</td>
<td>Now</td>
</tr>
<tr>
<td>7.3.3</td>
<td>Bend</td>
<td>X-ray microdiffraction</td>
<td>White light, two or four crystal</td>
<td>6–12 keV</td>
<td>Now</td>
</tr>
<tr>
<td>8.0.1</td>
<td>U5</td>
<td>Surface and materials science, imaging photoelectron spectroscopy, soft x-ray fluorescence</td>
<td>SGM</td>
<td>65–1400 eV</td>
<td>Now</td>
</tr>
<tr>
<td>8.2.1</td>
<td>SB</td>
<td>MAD and monochromatic PX</td>
<td>Double crystal</td>
<td>5–17 keV</td>
<td>Now</td>
</tr>
<tr>
<td>8.2.2</td>
<td>SB</td>
<td>MAD and monochromatic PX</td>
<td>Double crystal</td>
<td>5–17 keV</td>
<td>Now</td>
</tr>
<tr>
<td>8.3.1</td>
<td>SB</td>
<td>MAD and monochromatic PX</td>
<td>Double crystal</td>
<td>2.4–18 keV</td>
<td>Now</td>
</tr>
<tr>
<td>8.3.2</td>
<td>SB</td>
<td>Tomography</td>
<td>Double crystal</td>
<td>3–60 keV</td>
<td>Now</td>
</tr>
<tr>
<td>9.0.1</td>
<td>U10</td>
<td>Coherent optics/scattering experiments</td>
<td>None or off-axis zone plate</td>
<td>10–800 eV</td>
<td>Now</td>
</tr>
<tr>
<td>9.0.2</td>
<td>U10</td>
<td>Chemical reaction dynamics, photochemistry, high-resolution photoelectron and photoionization spectroscopy, photoelectron and photoionization imaging and spectroscopy</td>
<td>White light, off-plane Eagle</td>
<td>5–30 eV</td>
<td>Now</td>
</tr>
<tr>
<td>9.3.1</td>
<td>Bend</td>
<td>Atomic, molecular, and materials science</td>
<td>Double crystal</td>
<td>2.2–5.5 keV</td>
<td>Now</td>
</tr>
<tr>
<td>9.3.2</td>
<td>Bend</td>
<td>Chemical and materials science, circular dichroism, spin resolution</td>
<td>SGM</td>
<td>30–1400 eV</td>
<td>Now</td>
</tr>
</tbody>
</table>

continued
<table>
<thead>
<tr>
<th>Beamline</th>
<th>Source</th>
<th>Areas of Research/Techniques</th>
<th>Monochromator</th>
<th>Energy Range</th>
<th>Operational</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0.1 U10</td>
<td>Photoemission of highly correlated materials; high-resolution atomic, molecular, and optical physics</td>
<td>SGM</td>
<td>17–340 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High energy resolution spectrometer (HERS)</td>
<td>SGM</td>
<td>17–340 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electron spin polarization (ESP)</td>
<td>SGM</td>
<td>17–340 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High-resolution atomic and molecular electron spectrometer (HiRAMES)</td>
<td>SGM</td>
<td>17–340 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ion-photon beamline (IPB)</td>
<td>SGM</td>
<td>17–340 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>10.3.1 Bend</td>
<td>X-ray fluorescence microprobe</td>
<td>White light, multilayer mirrors</td>
<td>3–20 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>10.3.2 Bend</td>
<td>Environmental and materials science, micro x-ray absorption spectroscopy</td>
<td>White light, two crystal</td>
<td>2.5–17 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>11.0.1 EPU5</td>
<td>Magnetic microscopy, spectroscopy (PEEM3)</td>
<td>VLS-PGM</td>
<td>100–2000 eV</td>
<td>2004</td>
<td></td>
</tr>
<tr>
<td>11.0.2 EPU5</td>
<td>Molecular environmental science</td>
<td>Variable-included-angle PGM</td>
<td>95–2000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wet spectroscopy</td>
<td>Variable-included-angle PGM</td>
<td>95–2000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High-pressure photoemission spectroscopy</td>
<td>Variable-included-angle PGM</td>
<td>130–2000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scanning transmission x-ray microscope (STXM)</td>
<td>Variable-included-angle PGM</td>
<td>130–2000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>11.3.1 Bend</td>
<td>Small-molecule crystallography</td>
<td>Channel-cut Si(111)</td>
<td>6–17 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>12.0.1 U8</td>
<td>EUV optics testing and interferometry, angle- and spin-resolved photoemission</td>
<td>VLS-PGM</td>
<td>60–320 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EUV interferometer (2 available)</td>
<td>VLS-PGM</td>
<td>20–320 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Angle- and spin-resolved photoemission</td>
<td>VLS-PGM</td>
<td>20–320 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>12.0.2 U8</td>
<td>Coherent soft x-ray science</td>
<td>VLS-PGM</td>
<td>200–1000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coherent optics</td>
<td>VLS-PGM</td>
<td>200–1000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coherent scattering</td>
<td>VLS-PGM</td>
<td>200–1000 eV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>12.2.2 SB</td>
<td>California High-Pressure Science Observatory (CALIPSO)</td>
<td>Double crystal</td>
<td>6–40 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nanoscience/materials chemistry</td>
<td>Double crystal</td>
<td>6–40 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Solid state physics/geoscience</td>
<td>Double crystal</td>
<td>6–40 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>12.3.1 SB</td>
<td>Structurally Integrated Biology for Life Sciences (SIBYLS)</td>
<td>Double crystal and double multilayer</td>
<td>5.5–17 keV</td>
<td>Now</td>
<td></td>
</tr>
<tr>
<td>BTF Linac</td>
<td>Beam Test Facility</td>
<td>None</td>
<td>50 MeV electrons</td>
<td>Now</td>
<td></td>
</tr>
</tbody>
</table>

**Beamline** = bend magnet  
**EPUx** = x-cm-period elliptically polarizing undulator  
**EUV** = extreme ultraviolet  
**FTIR** = Fourier transform infrared  
**UGA** = deep-etch x-ray lithography  
**MAD** = multiple-wavelength anomalous diffraction  
**PX** = protein crystallography  
**SB** = superconducting bend magnet  
**Ux** = x-cm-period undulator  
**Wx** = x-cm-period wiggler  
**XAFS** = x-ray absorption fine structure  
**XMCD** = x-ray magnetic circular dichroism
# ALS Insertion Device Parameters

<table>
<thead>
<tr>
<th>Device</th>
<th>Beamline</th>
<th>Status</th>
<th>Energy Range at 1.5 GeV (eV)</th>
<th>Energy Range at 1.9 GeV (eV)</th>
<th>Period (cm)</th>
<th>No. of Periods</th>
<th>Operating Gap Range (cm)</th>
<th>Peak Effective Field Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>8.0</td>
<td>Operational</td>
<td>50–1900</td>
<td>80–3000</td>
<td>5.0</td>
<td>89</td>
<td>1.4–4.5</td>
<td>0.85–0.10</td>
</tr>
<tr>
<td>US</td>
<td>7.0</td>
<td>Operational</td>
<td>50–1900</td>
<td>80–3000</td>
<td>5.0</td>
<td>89</td>
<td>1.4–4.5</td>
<td>0.85–0.10</td>
</tr>
<tr>
<td>U8</td>
<td>12.0</td>
<td>Operational</td>
<td>18–1200</td>
<td>20–1900</td>
<td>8.0</td>
<td>55</td>
<td>2.5–8.3</td>
<td>0.80–0.07</td>
</tr>
<tr>
<td>U10</td>
<td>9.0</td>
<td>Operational</td>
<td>5–950</td>
<td>8–1500</td>
<td>10.0</td>
<td>43</td>
<td>2.4–11.6</td>
<td>0.98–0.05</td>
</tr>
<tr>
<td>U10</td>
<td>10.0</td>
<td>Operational</td>
<td>8–950</td>
<td>12–1500</td>
<td>10.0</td>
<td>43</td>
<td>2.4–11.6</td>
<td>0.80–0.05</td>
</tr>
<tr>
<td>EPUS</td>
<td>4.0</td>
<td>Operational</td>
<td>60–1000*</td>
<td>100–3000*</td>
<td>5.0</td>
<td>37</td>
<td>1.45–5.5</td>
<td>0.79–0.10</td>
</tr>
<tr>
<td>EPUS</td>
<td>11.0</td>
<td>Operational</td>
<td>60–1000*</td>
<td>100–3000*</td>
<td>5.0</td>
<td>37</td>
<td>1.45–5.5</td>
<td>0.79–0.10</td>
</tr>
<tr>
<td>W16</td>
<td>5.0</td>
<td>Operational</td>
<td>5000–13000</td>
<td>5000–21000</td>
<td>16.0</td>
<td>19</td>
<td>1.4–18.0</td>
<td>2.1–0.03</td>
</tr>
</tbody>
</table>

* Elliptical polarization mode

# ALS Storage Ring Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam particle</td>
<td>Electron</td>
</tr>
<tr>
<td>Beam energy</td>
<td>1.0–1.9 GeV</td>
</tr>
<tr>
<td>Injection energy</td>
<td>1.0–1.5 GeV</td>
</tr>
<tr>
<td>Beam current</td>
<td></td>
</tr>
<tr>
<td>multibunch mode</td>
<td>400 mA</td>
</tr>
<tr>
<td>two-bunch mode</td>
<td>2 x 30 mA</td>
</tr>
<tr>
<td>Filling pattern (multibunch mode)</td>
<td>276 to 320 bunches “camshaft” bunch in filling gap</td>
</tr>
<tr>
<td>Bunch spacing</td>
<td></td>
</tr>
<tr>
<td>multibunch mode</td>
<td>2 ns</td>
</tr>
<tr>
<td>two-bunch mode</td>
<td>328 ns</td>
</tr>
<tr>
<td>Circumference</td>
<td>196.8 m</td>
</tr>
<tr>
<td>Number of straight sections</td>
<td>12</td>
</tr>
<tr>
<td>Current number of insertion devices</td>
<td>8</td>
</tr>
<tr>
<td>Radio frequency</td>
<td>499.642 MHz</td>
</tr>
<tr>
<td>Beam size in straight sections, rms</td>
<td></td>
</tr>
<tr>
<td>(1.9-GeV multibunch mode)</td>
<td>310 (h) x 23 (v) microns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value at 1.5 GeV</th>
<th>Value at 1.9 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam lifetime</td>
<td></td>
<td></td>
</tr>
<tr>
<td>multibunch mode</td>
<td>–3.5 h at 400 mA</td>
<td>–8.0 h at 400 mA</td>
</tr>
<tr>
<td>two-bunch mode</td>
<td>not used</td>
<td>50 min. at 40 mA</td>
</tr>
<tr>
<td>Horizontal emittance</td>
<td>4.2 nm-rad</td>
<td>6.75 nm-rad</td>
</tr>
<tr>
<td>Vertical emittance*</td>
<td>0.2 nm-rad</td>
<td>0.15 nm-rad</td>
</tr>
<tr>
<td>Energy spread (AE/E, rms)</td>
<td>8 x 10^{-4}</td>
<td>1 x 10^{-3}</td>
</tr>
</tbody>
</table>

*Vertical emittance is deliberately increased to improve beam lifetime.
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