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INTRODUCTION

Daniel Chemla
ALS Director

My second year as Director of the ALS has con-
firmed my belief that the ALS is an outstanding sci-
entific enterprise. It is a pleasure to work with such
talented users and such a dedicated and hard-
working staff. If our Activity Report this year has a
unifying theme, it is “activity, activity, activity.” We
have much to report in the areas of scientific accom-
plishments, building out the experiment floor, and
improving the performance of the machine.

The major recent development is the recognition
and applause that is starting to come in from our
various advisory committees. Our Science Policy
Board (SPB) and Scientific Advisory Committee
(SAC) have been constructive and encouraging. An
important milestone was the report of the Bader
committee. Now that we are a full- fledged division
within Berkeley Lab, we are required by our contrac-
tor, the University of California, to be reviewed
annually. The 1999 review was chaired by Sam Bader
of Argonne National Laboratory, and the report
speaks of a vibrant scientific program that is “excel-
lent to outstanding.” 

The culmination of our efforts, however, came
with the review of the ALS for the U.S. Department
of Energy’s Basic Energy Sciences Advisory
Committee by a panel chaired by Yves Petroff
(Director General of the European Synchrotron
Radiation Facility). The wide-ranging conclusions of
the resulting report, subsequently accepted by
BESAC, constitute ringing praise for the value of sci-
ence in the VUV and soft x-ray region and for the
leading role the ALS is playing in bringing the sci-
ence to fruition. Specifically, the report notes the
outstanding performance of the ALS storage ring,
identifies important areas of scientific excellence at
the ALS spanning a broad spectrum of disciplines,
rates the management and staff as outstanding, and
affirms a significant improvement both in the 

number of ALS users and the way in which the ALS
provides support for them.

The panel also endorsed our scientific strategic
plan. In addition to the superbend project for a sub-
stantial expansion of our structural biology program
and other hard x-ray science, the plan highlights ini-
tiatives for building out the remaining straight sec-
tions, which will be dedicated to science in several
key areas. It was recommended that the ALS (1)
complete the molecular environmental science
beamlines in Sector 11, (2) develop the next-
generation photoemission electron microscope for
the study of magnetic and polymer nanostructures
in Sector 4, (3) develop femtosecond technology and
science in Sector 6, and (4) enhance its capabilities
in high-resolution spectroscopy of correlated systems
with a low-energy elliptically polarizing undulator
beamline in Sector 2. As evidenced by this list, the
distinction between our core (ultraviolet and soft 
x-ray) and noncore areas is becoming blurred. The
ALS is in fact a “universal machine” with which we
can excel in our core region while being world class
in the hard x-ray region.

With this emphasis on strategic planning, we now
have a pretty clear picture of what the ALS should
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look like five to ten years from now. The challenge
is how to implement the plan. As a rule of thumb,
the capital investment on the experiment floor of a
mature synchrotron radiation facility (beamlines,
monochromators, experimental chambers, etc.) is
roughly equal to the investment in the accelerator

itself. In round figures, the investment in the ALS
accelerator was $150M, and the investment so far
on the floor is about $50M. So we are about one-
third built out. My main preoccupation now is 
finding the resources to go the rest of the way in a
reasonable time.
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OVERVIEW

Neville Smith
Division Deputy for Science

Nobel laureate Richard Smalley is quoted in
Science Magazine as having been “blown away” by
what he saw at the ALS during his participation as a
member of the recent BESAC review chaired by Yves
Petroff. The panel identified the following areas of
scientific excellence:

• structural biology
• femtosecond and picosecond dynamics in con-

densed matter and in the gas phase
• electronic processes and many-body effects in

highly correlated systems, magnetic nanostruc-
tures, and correlation in small systems

• surface science, thin films, and microscopy
• ultrahigh-resolution spectroscopy of gas-phase

atoms, ions, and molecules
• chemistry and catalysis (wet, heterogeneous,

nanoscale chemistry and biochemistry;
dynamics of radicals; and catalytic interfaces at
atmospheric pressure)

• analytical sciences and metrology

The glowing evaluation by the Petroff panel is
very gratifying, particularly to those of us who have
always held that the scientific program at the ALS is
fundamentally sound. The panel expressed surprise
with the assessment of an earlier panel, which had
asserted that “important scientific issues which
require UV radiation have decreased in number
compared to those which require hard x rays.” An
inspection of high-profile journals shows that, in
solid-state physics and chemistry, the total number

of papers obtained in the IR, UV, and soft x-ray
region is roughly comparable with the number
obtained in the hard x-ray region. Let us hope that
we can put such comparisons behind us and just get
on with delivering excellent science.

This section of our Activity Report presents 25
scientific highlights of work done by our users in
1999. The choice of the number 25 is arbitrary but
is dictated primarily by a need to keep this volume
down to a reasonable size. Some very meritorious
accomplishments have consequently been left out.
We hasten to point out that the selection was made
prior to the visit of the Petroff panel and yet incorpo-
rates highlights in almost all of the areas of excellence
that they identified. The moral is that our user com-
munity is already aligned in the directions in which
the ALS has now been judged to excel.

We trust that you will find these scientific high-
lights interesting. We welcome your comments.
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COMPLEX MATERIALS

Charge Stripes in High-Temperature
Superconductors 

Superconductivity is the property of carrying electrical
current with no resistance. Owing in part to the
requirement that they be cooled to a few degrees above
absolute zero (0 K), applications of conventional metal
and alloy superconductors have been comparatively lim-
ited. Electromagnet coils for magnetic resonance imag-
ing machines represent one use of superconductors.
Hopes for technological applications were raised dra-
matically beginning in late 1986 with a series of reports
of new families of ceramic oxide superconductors, some
exhibiting superconductivity above the temperature of
liquid nitrogen (77 K), which would reduce the cooling
requirement considerably. With the breakthrough came
a brand new scientific puzzle, because the origin of
high-temperature superconductivity in these materials
remains unknown after more than a decade. In the
experiments at the ALS described here, researchers con-
firm the self-assembling of charge carriers into one-
dimensional stripes, a feature that will shed light on the
mystery of high-temperature superconductivity.

One of the great unsolved problems of contem-
porary condensed-matter physics is the origin of
superconductivity in the “high-temperature” super-
conductors (HTSCs). With a puzzling array of
properties unlike those of ordinary superconductors,
these materials have defied understanding since the
discovery of the first HTSC compound in1986.
Now, we have evidence from angle-resolved photo-
electron spectroscopy for still another surprising
behavior, the self-assembling of charge carriers into
spatially localized, one-dimensional stripes. While
the stripes were already known from other work, the
latest data raises new questions about the electronic
structure associated with these entities and its rela-
tion to superconductivity. 

Angle-resolved photoelectron spectroscopy
(ARPES) probes the electronic structure (energy and

momentum) of materials by measuring the energy and
angle of the emitted electrons. In particular, ARPES
can determine in momentum space the Fermi surface,
which represents the locus of the momenta of the
highest energy occupied electron states (Fermi energy).
The Fermi surface is important because electrons near
the Fermi surface are responsible for many physical
properties, including superconductivity. From high-
resolution measurements along the Fermi surface in
HTSCs, ARPES has revealed several major departures
from the behavior of conventional superconductors. 

For our ARPES experiments, we studied a com-
pound known to have stripes, (La1.28Nd0.6Sr0.12)CuO4,
whose “parent” compound, La2CuO4, is an insulator.
Copper and some of the oxygen atoms are arranged on
a square lattice in parallel copper–oxygen planes sepa-
rated by block layers that act as charge reservoirs.
Replacing some of the lanthanum in the La2CuO4
insulator with strontium (strontium doping), which
has one less electron for bonding, to form
(La2–xSrx)CuO4 results in the generation of positively
charged holes (missing electrons) that end up in the
copper–oxygen planes. Over a strontium concentration
range (x) from around 6 to 27 percent, the material
becomes superconducting, except at 12 percent where
the superconductivity is suppressed.

Stripes, in which holes are confined to parallel
lines of copper atoms in the copper–oxygen planes
separated by insulating regions without holes, were
first observed at this so-called one-eighth doping,
suggesting a perhaps antagonistic, but in any case
intimate, relationship between superconductivity and
stripe formation. The replacement of some lan-
thanum with neodymium helps to pin down the
stripes at low temperature. Stripes were later seen at
other dopings and in other superconductors.

The ARPES spectra obtained for
(La1.28Nd0.6Sr0.12)CuO4 exhibited several unusual
features. The Fermi surface implied by the data is
highly one dimensional. It has a cross-like shape con-
sisting of two sets of parallel lines that intersect at
right angles. This pattern deviates significantly from
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that calculated for the two-dimensional copper–
oxygen planes but is consistent with the superposi-
tion of Fermi surfaces from stripes with two perpen-
dicular orientations. The one-dimensionality seems
to imply that the electrons are well confined in the
stripes and move along them. However, the data also
indicate that electrons very close to the Fermi energy
show two-dimensional behavior, i.e., electrons can
also move perpendicular to the stripes. The unusual
behavior of the stripes may represent a new state of
matter, and apparently a new theory is called for to
understand this behavior.

These results provide new grist for the HTSC mill
whose implications may reach farther than even
superconductivity. The several families of HTSCs
constitute one segment of a still larger class of so-
called strongly correlated materials that are charac-
terized by a powerful Coulomb repulsion between
neighboring electrons. Many physicists believe that
solution of the HTSC problem will require a new
paradigm for strongly correlated materials. 

Investigators
X.J. Zhou (ALS and Stanford University); 

P. Bogdanov, S.A. Kellar, and Z.-X. Shen (Stanford
University); Z. Hussain (ALS); and T. Noda, 
H. Eisaki, and S. Uchida (University of Tokyo).
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Peierls Instability of Atomic-Scale
Metallic Indium Chains on a Silicon
Surface

Although the world as we experience it is three dimen-
sional, mathematicians and theoreticians often find
that one- or two-dimensional models are easier to solve
than three-dimensional ones, yet they still produce
important insights and sometimes even yield new physi-
cal phenomena. As it happens, with modern fabrication
technology, researchers can also construct approximately
one- and two-dimensional systems. For example, a line

of atoms for many purposes is one dimensional and a
layer of atoms is two dimensional, even though the
atoms themselves do have a thickness. Studying materi-
als with such reduced dimensionality is now at the fore-
front of materials physics. At the ALS, researchers have
demonstrated one-dimensional behavior by chains of
indium atoms on a silicon surface. A structural change
as the chains are cooled to cryogenic temperature and
characteristic electron behavior are tell-tale signs of one-
dimensionality.

One-dimensional metallic systems are important
for their exotic physical properties, such as an un-
usual form of superconductivity, formation of
charge-density waves, and non-Fermi-liquid behav-
ior. In addition, one-dimensional systems can be
described by exactly soluble theoretical models. In
principle, bulk three-dimensional and planar two-
dimensional metals with anisotropic electronic band
structures can exhibit quasi-one-dimensional proper-
ties, but up to now, only a very few bulk materials
with anisotropic band structures have been shown to
have quasi-one-dimensional properties. 

On the other hand, among two-dimensional sys-
tems, the 4×1 indium overlayer on the Si(111) 
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Figure 3
Surface charge-density maps of the indium chain structures on the Si(111) surface at room
temperature (300 K) and at 65 K obtained by scanning tunneling microscopy (STM).The room
temperature image shows the indium quantum chains of 13.4-Å width,whose fine charge-
density modulation along the chains transforms into a doubled-periodicity strong charge mod-
ulation (i.e., into the one-dimensional charge-density wave) below about 100 K.

Funding
U.S. Department of Energy, Office of Basic

Energy Sciences, and National Science Foundation.

Publication
1. X.J. Zhou et al., “One-dimensional electronic 

structure and suppression of d-wave node state in
(La1.28Nd0.6Sr0.12)CuO4,” Science 286, 268 (1999).
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surface forms a well-ordered linear-chain structure,
as shown in the scanning tunneling microscopy
(STM) images (Figure 3), and has one-dimensional
metallic bands. Based on reports that one of these
surface metallic bands was almost half filled, we pre-
dicted this room-temperature metallic phase would
undergo a phase transition on cooling, owing to the
well-known Peierls instability of a one-dimensional
metallic system. Indeed, we confirmed that this sur-
face undergoes a phase transition at about 100 K
into a 4×2 phase with a doubled periodicity along
the linear chains as shown in low-temperature STM
images (Figure 3) and by electron-diffraction data.
An angle-resolved photoemission study of these one-
dimensional metallic surface-state bands clearly
showed the formation of a sizeable band gap at the
Fermi level, thereby indicating that the phase transi-
tion is a reversible metal–insulator transition.

In order to verify that this phase transition is due
to the Peierls instability, we have measured the Fermi
contours and surface band structures in great detail
for the room-temperature 4×1 phase. The experi-
ments, conducted on the photoemission endstation
of Beamline 7.0.1, fully utilized the ultrabright and
high-resolution photon beams provided by an undu-
lator. The Fermi contours obtained from the 4×1
phase (Figure 4) showed three electron pockets cen-
tered on the  X

—
point of the surface Brillouin zone

that were due to three quasi-one-dimensional bands
(m1, m2, and m3). One of these three bands crosses
the Fermi level at the zone center (middle of the 
Γ– X

—
line)  X

—
and has a virtually ideal one-

dimensional Fermi contour (straight line), which
yields a perfect nesting condition for the 4×1 → 4×2
Peierls transition. This finding provides evidence for
a completely new type of one-dimensional Peierls
system composed of well-ordered metallic chains on
a solid surface, thereby opening up new possibilities
for low-temperature one-dimensional physics
research on solid surfaces. This result also carries
important implications for the present technological
quest of atomic-scale quantum-electronic devices on
semiconductor surfaces.

Investigators 
H.W. Yeom, I. Matuda, S. Takeda, and S. Hasegawa

(University of Tokyo); E. Rotenberg (ALS); and 
J. Schaefer and S.D. Kevan (University of Oregon).

Funding 
Japanese Ministry of Education and U.S. Depart-

ment of Energy, Office of Basic Energy Sciences.

Publication
1. H. W. Yeom et al., “Instability and charge density

wave of metallic quantum chains on a silicon sur-
face,” Phys. Rev. Lett. 82, 4898 (1999).

Figure 4
(top) Photoemission intensity map at the Fermi level of the
room-temperature indium chain structure (the 4×1 phase)
over a portion of momentum space that overlaps part of the
surface Brillouin zone whose boundaries are marked by the
solid lines (white).The bright features of the map correspond
to the Fermi contours of the electronic states localized on
the surface quantum chains. (bottom) Schematic depiction of
the details of the Fermi contours.
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Decay Mechanisms of 4d Core Holes 
in Dysprosium

Generally speaking, the most loosely bound or valence
electrons in a compound dictate its physical and chemi-
cal properties, because they are the electrons that partici-
pate in chemical bonding and that interact with
external stimuli, such as light, applied voltages, and the
like. In the transition metals (e.g., iron, nickel, and
cobalt) and the even heavier lanthanide elements, how-
ever, more tightly bound electrons designated as d and f
electrons play an important role, particularly in 
magnetism, owing to a tendency for the quantum-
mechanical spins of electrons in these elements to align
themselves (thereby giving rise to an overall magnetic
moment) or otherwise assume an ordered arrangement.
Blessed with many novel magnetic and, researchers
hope, useful properties, so-called “complex materials,”
particularly oxide compounds, are the focus of much of
today’s research. Working at the ALS, experimenters
have been investigating the role of d and f electrons in
the lanthanide compound dysprosium oxide.

The electronic properties of the d and f electrons
cause a variety of phenomena, such as Kondo reso-
nances, mixed valency, and magnetism in the lan-
thanides and in the transition metals. The magnetic
polarization of the d and f electrons, for example,
gives rise to magnetism. Therefore, the study of the
electronic structure of materials containing these ele-
ments is essential in order to understand their mag-
netic properties. Here we report soft x-ray emission
spectra (XES) of Dy2O3, where the features of spec-
tra excited above and below the 4d–4f resonance
provide information about the electronic structure.

Our experiments were performed at Beamline
8.0.1. In Figure 5, emission spectra of Dy2O3 are
displayed for several excitation energies from below
to above the 4d–4f resonance. Arrows in the total
electron yield (TEY) absorption spectrum shown in
the inset in Figure 5 indicate at which energies the
emission spectra are excited. The dipole-forbidden
absorption features below the 4d–4f resonance (i.e.,
below 158 eV) become weakly dipole allowed, owing
to the spin-orbit interaction. The ionization thresh-
olds lie at 152.6 eV and above. 

The emission spectra show strong variations in
intensity and structure, depending upon which inter-
mediate states are excited. When exciting below
161.7 eV, the inelastic scattering is highly resonant,
and the total number of inelastically scattered pho-
tons can exceed the number of elastically scattered
photons. We have calculated the spectra excited at
different photon energies using the Kramers–
Heisenberg description for photon scattering and
resonant fluorescence. The calculated emission spec-
tra are shown below each measured spectrum. The
energy-loss features are due to excitations within the
4f shell, 4d10 4f 9→ 4d9 4f10 → 4d10 (4f 9)*, in which
the 4f shell remains in an excited state. Because of the
large number of widely separated terms of the 4f shell

140 145 150 155 160 165

0

5,000

10,000

20,000

calculated

calculated

calculated

calculated

calc.

TEY

XES

PFY

165.4 eV

hn = 161.7 eV

hn = 155.2 eV

hn = 153.1 eV

hn = 150.8 eV

C
o
u
n
ts

Emission Energy (eV)

150 155 160 165

Figure 5 
Soft x-ray emission (XES) spectra of Dy2O3 for excitations in
the region of the dysprosium 4d–4f resonance.The excitation
energy (hν) is given above each experimental spectrum.Total
electron yield (TEY) and partial fluorescence yield (PFY)
absorption spectra are shown in the top right insert.The
arrows indicate the excitation energies selected for the XES
spectra. For clarity, the spectra have been offset (in all figures),
and the top of the elastic peak for the spectrum at 161.7 eV
has been cut off.
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filled with nine electrons, these losses extend over a
large energy range from about 0.2 to 7 eV below the
elastic peak.

In order to compare the emission processes when
exciting at and above the 4d–4f resonance, the emis-
sion spectra for excitation energies below (154 and
157.2 eV) and above (208.4 eV) the resonance are
displayed in Figure 6 over a wide range of emission
energies. When exciting through the resonance, the

elastic peak (D) and the energy losses due to 4f
inner-shell excitations (C) dominate the emission. In
addition, emission from the decay of the 4d hole via
the 5p channel is observed (peak A). The inelastic
peak (B) is due to the transition 4d10 5p6 4f 9→ 4d9

5p6 4f 10→ 4d10 5p5 4f 10, in which a 5p electron is
promoted to the 4f shell. 

The total number of emitted photons is much
smaller for excitation above the resonance (208.4 eV)
than when exciting at or below resonance. The rea-
son is that the core hole decays predominantly by
radiationless processes. The dominant radiationless
decay processes are 5s, 5p, and valence band autoion-
ization for excitation energies below the 4d reso-
nance, and for energies at and above resonance the 4f
autoionization becomes dominant. When exciting
above resonance, the nonresonant fluorescence from
the refill of the 4d hole via 5p and 4f is very weak
because the excited states decay mainly by radiation-
less processes. We estimate the total number of emit-
ted photons for excitation above the resonance to be
at least a factor of six smaller than for excitation
below.

Investigators
A. Moewes (CAMD at Louisiana State

University); M.M. Grush and T.A. Callcott
(University of Tennessee); and D.L. Ederer (Tulane
University).

Funding
National Science Foundation, University of

Tennessee Science Alliance Center for Excellence
Grant, and U.S. Department of Energy EPSC grant.

Publication
1. A. Moewes et al., “Decay mechanisms of the 4d

core hole through the 4d–4f resonance in dyspro-
sium,” Phys. Rev. B 60, 15728 (1999).

Figure 6
Emission spectra for excitation energies below (154 and
157.2 eV) and above (208.4 eV) the 4d–4f resonance. In order
to display all data on the same scale, the spectra excited at
energies below the resonance are divided by a factor of 10.
Peak A is emission from the decay of the 4d hole via the 5p
channel; peak B is the inelastic peak; peaks C are the energy
losses due to the 4f inner-shell transitions, and peak D is the
elastic peak.
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MAGNETISM AND MAGNETIC
MATERIALS

Observation of Antiferromagnetic
Domains in Epitaxial Thin Films

Atoms are like tiny magnets. Antiferromagnetic mag-
netic materials have the peculiar property that the
atomic magnets are aligned along an axis, but they
alternately point in either direction along the axis, so
that the material as a whole does not appear to be mag-
netic. Nonetheless, antiferromagnets play a key role in
the operation of advanced magnetic data-storage and
proposed memory devices composed of several layers of
magnetic and nonmagnetic materials, each as thin as a
few atoms. With an eye to improving their performance
or to devising new devices, scientists want to probe each
layer separately, as well the as boundaries between the
layers. In the experiments described here, researchers
working at the ALS used a type of x-ray microscopy to
image for the first time areas with different antiferro-
magnetic behavior with high spatial resolution and sen-
sitivity to the surface, thereby paving the way for future
experiments with these important materials.

In atomically engineered magnetic thin-film struc-
tures, the antiferromagnetic layer magnetically pins (or
exchange biases) the magnetization of a ferromagnetic
layer, thereby providing a magnetic reference. In anti-
ferromagnetic thin films, as in ferromagnets, small
magnetic domains of micrometer or even nanometer
size form during growth. Imaging the magnetic
domain structure at the surface of the antiferromag-
netic layer is a necessary step towards an understand-
ing of exchange-coupling effects across the
ferromagnet–antiferromagnet interface, an under-
standing that could help the magnetic-storage industry
to further optimize its products. Up to now,  however,
the compensated magnetic structure and the conse-
quent lack of a macroscopic moment has impeded the
investigation of the magnetic properties of antiferro-
magnetic thin films, explaining the ongoing contro-
versies on the origin of exchange biasing. 

It has now been demonstrated for the first time
that photoemission electron microscopy (PEEM) can
determine the surface magnetic structure of antiferro-
magnets in experiments on two materials, NiO and
LaFeO3. The photoemission electron microscope,
PEEM2, located at Beamline 7.3.1.1 offers high 
spatial resolution (< 50 nm) in conjunction with mag-
netic contrast to investigate ferro- and antiferromag-
netic thin-film structures. Photoelectrons emitted
from the sample, which is illuminated by intense
monochromatic x rays, are imaged by electron optics
onto a phosphor screen. Magnetic contrast arises from
the dependence of the absorption coefficient and
thereby the intensity of electron emission on the 
relative orientation of the x-ray polarization and the
orientation of the magnetic axis. This effect is called
x-ray magnetic dichroism (XMD).

X-ray magnetic linear dichroism (XMLD) con-
trast, obtained with linearly polarized x rays, has
been applied in the investigation of two thin-film
systems, NiO and LaFeO3. NiO is of technological
importance as an antiferromagnetic material in
exchange-biasing applications and can be called a
benchmark material. Figure 1 shows a magnetic
XMLD image of the NiO(100) surface. In this
image, the bright stripes, between 400 nm and 
2000 nm wide, crisscrossing the surface are regions
of reduced magnetization. A similarly locally reduced
ordering temperature, the Néel temperature of the
antiferromagnet, is correlated with the decreased
magnetic moment in these stripes. These observa-
tions can be explained as finite size effects.

LaFeO3 is an insulating antiferromagnet of tech-
nological interest because properties like its Néel
temperature can be easily adapted to the demands of
an application by doping with strontium. Figure 2
shows the boundary of a bicrystal sample consisting
of two macroscopically joined SrTiO3 substrate crys-
tals with the antiferromagnetic LaFeO3 layer epitaxi-
ally grown on top. The crystal lattices in the two
substrate crystals are rotated with respect to each
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other by 45° around the surface normal. The XMLD
magnetic-contrast image reveals striking antiferro-
magnetic domains on the right side of the junction
and a uniform gray shade on the left. The strong
magnetic contrast on the right arises from magnetic
domains with an in-plane projection of the antiferro-
magnetic axis parallel and perpendicular to the hori-
zontal x-ray polarization vector. On the left, all
domains have an equal projection of the antiferro-
magnetic axis onto the x-ray polarization vector and
therefore cannot be distinguished. 

This first observation of the antiferromagnetic
domain structure in a thin film opens the door to the
microscopic investigation of ferromagnet–antiferro-
magnet interfaces in order to develop a better under-
standing of exchange-biasing effects. In the future an
improved photoemission electron microscope at the
ALS (PEEM3) with a design resolution of 2 nm will
allow the investigation of even smaller structures in
ferro- and antiferromagnets, such as domain walls.

Investigators
A. Scholl, F. Nolting, S. Anders, and H.A.
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2 mm

Figure 2 
Antiferromagnetic domain structure of LaFeO3 on a
SrTiO3(100) bicrystal.The XMLD magnetic-contrast image
reveals striking antiferromagnetic domains on the right side of
the junction and a uniform gray shade on the left.

10 mm

Figure 1 
XMLD antiferromagnetic image of an 80-nm-thick NiO(100)
film on MgO(100). In this image, bright stripes, between
400 nm and 2000 nm wide, crisscrossing the surface are
regions of reduced magnetization.
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Surface Magnetism:A Spin-Density
Wave as Quantum Mechanical Ground
State with an Energy Gap 

In the layered metallic systems known as magnetic
nanostructures that are under development for data-
storage devices and computer memory cells, two magnet-
ic layers are separated by either a nonmagnetic or an
antiferromagnetic spacer layer that mediates the mag-
netic coupling between the layers. The coupling is highly
sensitive to the properties of the electrons, such as energy
and the quantum-mechanical spin responsible for mag-
netism. A candidate antiferromagnetic material for the
mediating spacer layer, chromium, when cooled to low
temperature, exhibits a “phase change” in which there is
a long-wavelength periodic alignment of the local mag-
netization due to the electrons, known as a spin-density
wave. By studying the energy and direction of electrons
emitted when x rays are absorbed (angle-resolved pho-
toemission), researchers working at the ALS have
observed a lowering of the energy of the electrons that
stabilizes the spin density wave and, for the first time,
have determined how this energy gain changes with
temperature, a matter of fundamental scientific interest.

Either nonmagnetic or antiferromagnetic spacer
layers can mediate magnetic coupling in the new
miniature giant-magnetoresistance (GMR) spin
devices. Chromium, which is one of the possible
materials for spacer layers, changes from the para-
magnetic to the antiferromagnetic state near room
temperature (311 K). We have chosen to study this
system at various temperatures because the para-
magnetic-to-antiferromagnetic phase transition will
affect the electronic properties drastically and hence
any magnetic coupling as well. 

In fact, chromium, when in the antiferromagnet-
ic state, exhibits the fundamental phenomenon of a
spin-density wave (SDW). As schematically depict-
ed in Figure 3, in the SDW, the magnetic moment
at a lattice point oscillates in magnitude and direc-
tion with a wavelength Λ. The formation of an
SDW leads to an energy gap that lowers the total
energy of the system, reminiscent of conventional
superconductors. What is the actual magnitude and
extent in momentum (reciprocal) space of the ener-
gy gap of the SDW that has such a pronounced
impact? What happens in the vicinity of a surface,
and what is the behavior with temperature? In this
project, we used Beamline 7.0.1 to conduct 
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Figure 3
Schematic of the alternating spins in a spin-density-wave state of an antiferromagnet, such as chromium,
in which the magnetic moment at a lattice point oscillates in magnitude and direction with a wavelength
Λ. A layer of chromium can be interlayered between two iron films to form a magnetic sensor.
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angle-resolved photoelectron spectroscopy (ARPES)
measurements with high momentum and energy
resolution on clean Cr(110) thin films to supply the
answers. In particular, we have directly observed
temperature-dependent changes in the energy gap
for the first time.

Experimental band maps were made at tempera-
tures far below (300 K) and above (570 K) the mea-
sured surface Néel temperature (440 K, see below).
After subtraction of a smooth background, the raw
data were divided by the Fermi distribution to allow
observation of thermally excited states above the
Fermi level (Figure 4). We observe at low tempera-
ture a diffuse intensity above the Fermi energy (EF),
which we identify with the band above the SDW
gap. This identification is completely confirmed
from measurements throughout reciprocal space.
The band structure is thus exhibiting an almost
direct gap, which we determine to be about
200 meV, at EF. The observed magnitude of the
energy gap is larger than the bulk value of 120 meV
reported from infrared measurements.

Constant energy contours obtained from ARPES
in the vicinity of EF in the antiferromagnetic and
paramagnetic states are presented in Figure 5. The
data represent maps in reciprocal space of states at
energies corresponding to (a) the lower edge, (b) the
middle, and (c) the upper edge of the gap in the
SDW phase, as well as (d) the middle of the gap
region in the paramagnetic phase. These data show
graphically that the energy gap opens almost
isotropically and with a constant magnitude of
200 meV around this section of the electron bands
at the center of the reciprocal-space unit cell.

We also monitored the temperature dependence
of the energy gap. A surface transition temperature
of about 440 K was determined, considerably above
the bulk Néel temperature of 311 K. On the basis of
an increase of the magnetic moments obtained in
density functional calculations, SDW mean-field
theory lets us qualitatively expect a larger energy gap
and a higher transition temperature towards the sur-
face, as is observed.

Figure 4 
Band maps of chromium taken in the antiferromagnetic state
(AFM) at 300 K (top) and the paramagnetic state (PM) at 
570 K (bottom),with the Fermi distribution divided out. In
the antiferromagnetic state, the energy gap is clearly seen,
whereas there is no gap in the paramagnetic state.
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Quantum Well States Visualized in
Copper Thin Films

“Wave-function engineering” refers to tailoring electron
behavior by fabricating materials with controlled 
quantum-mechanical electron wave functions. For
example, magnetic nanostructures comprising several
layers of magnetic and nonmagnetic materials, each a
few nanometers thick, are already in commercial pro-
duction as high-sensitivity read heads in the newest
data-storage disks. High-speed, low-power, nonvolatile
magnetic random-access memories that retain their
information when the power is turned off are under
development that would dramatically change the archi-
tecture of computer design. A group working at the ALS
has combined precision sample-fabrication technology
and the spatial resolution achievable with the high
brightness of the ALS to make “images” of the spatial
variation of electron wave functions in thin copper
films. The images qualitatively verify a proposed model
and lend hope that wave-function engineering can
become a practical tool for designing devices based on
magnetic nanostructures.

By combining precision sample-fabrication tech-
nology and the spatial resolution achievable with the
high brightness of the ALS, we have been able to
make photoemission images of the spatial variation
of electron wave functions (quantum well states) in
thin copper films. The images qualitatively verify a
proposed model in which a longer wavelength “enve-
lope” function modulates a shorter wavelength com-
ponent of the wave function. Quantum well states
are believed to underlie the magnetic behavior of the
layered metallic nanostructures now under intense
development for advanced data-storage and memory
applications, so understanding them is a major
thrust of magnetic-materials research. 

In a metal, an electron wave function can be rep-
resented by a short-wavelength component that is
modulated by an envelope with a longer wavelength.
In a large sample, the allowed electron energies fall
into a series of bands within which the energy is
quasi-continuous, but as the dimensions shrink, the
allowed energies become widely separated and few 
in number. For a film, which is thin in only one

direction, the energy is quantized in this way for
travel perpendicular to the film surface and is con-
tinuous for travel parallel to the surface. In the
model for quantum well states, the envelope func-
tions must fit an integer number of half wavelengths
into roughly the film thickness. 

Our group visualized the envelope function by
means of photoemission measurements of a copper
film, using a finely focused x-ray beam from the
ALS to excite photoelectrons. The intensity in the
photoemission spectrum oscillated, with maxima
occurring when the photoelectron energies matched
those of quantum well states. The researchers used 
a layer of nickel only one atom thick embedded in
the quantum well to probe the wave function.
Embedding the nickel between two wedge-shaped
copper layers oriented at right angles made it pos-
sible either to continuously vary the position of the
nickel layer in a film of fixed total thickness or to
keep the nickel layer fixed in the middle of a quan-
tum well of continually varying thickness, depend-
ing on the direction of travel across the sample
surface (Figure 6). 

Measuring the photoemission intensity at a fixed
electron energy, corresponding to photoelectrons
emitted from quantum well states at the Fermi level
of copper, while scanning the x-ray beam across the
sample, resulted in a pattern of light and dark oscil-
lations (Figure 7). The nickel layer acted to suppress
the quantum well states when it was near a node of
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Figure 6
Double-wedge sample varies nickel-layer position in the hori-
zontal direction and total copper thickness in the vertical.
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areas representing nodes and bright areas represent-
ing antinodes. Scanning in the direction corre-
sponding to an increasing well thickness and fixed
nickel position gave bright bands as additional
quantum well states became allowed in the thicker
film. 

Tailoring electron wave functions (“wave-function
engineering”) in magnetic nanostructures with layer
thicknesses measured in nanometers may make it
possible to control the spin-dependent behavior of
electrons. We intend to test our qualitative analysis
with quantitative theoretical calculations, and we
hope to reach a level of understanding that will turn
wave-function engineering in magnetic nanostruc-
tures into a practical tool. 
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Figure 7
Image of the photoemission intensity at the Fermi level shows
both horizontal and vertical oscillations.The horizontal oscil-
lation in the photoemission intensity maps the spatial varia-
tion of the quantum-well envelope,whereas the vertical
intensity variation shows the presence of additional envelope
modes (denoted by the index ν) as the quantum-well thick-
ness increases.

the envelope function, thereby reducing the intensi-
ty of the photoemission. Therefore, scanning in the
direction of fixed thickness and variable nickel posi-
tion produced an image of the envelope with dark
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POLYMERS, BIOMATERIALS,
AND SOFT MATTER

Probing a Buried Buffer Layer between
a Metal and a Polymer with Soft X-Ray
Fluorescence

The adhesion between a metal and a polymer depends
on the electronic and chemical properties of the interface
and plays a key role in numerous applications of
mechanical and electronic devices. Understanding the
electronic and chemical structures at a buried interface
is therefore crucial for elucidating the mechanism of
interfacial adhesion of metal/polymer systems. Because 
x rays can emerge from deep below the surface, x-ray
emission spectroscopy (XES), also known as soft x-ray
fluorescence (SXF), provides an element-specific probe
for examining changes in the local environment and
chemical bonding of interface atoms caused by various
chemical and physical treatments. With XES, a group
working at the ALS has demonstrated the formation of
a chemical compound at the interface between copper
and polyimide (a polymer) that enhances the adhesion
between these materials.

Metal/polymer structures have attracted consider-
able attention as good candidates for multilevel
interconnections in very large scale integrated
(VLSI) circuits and other highly miniaturized elec-
tronic devices, but a large adhesion strength at the
interface is required. In a previous study, enhance-
ment of the adhesion strength was obtained by ion
irradiating a copper/aluminum/polyimide trilayer in
which the aluminum served as a buffer; however, the
mechanism of the enhancement remained controver-
sial. By using x-ray emission spectroscopy (XES), we
have successfully characterized the metal–polymer
interface and demonstrated the key role played by
the formation of a CuAl2O4 compound.

Photoelectron spectroscopy is a common tech-
nique for studying electronic structure and chemical
properties, but it is surface sensitive, owing to the
shallow escape depth of photoelectrons. To study

interfaces, therefore, sputtering of the overlayer is
required, resulting in an unavoidable alteration of
the original interfacial structure. As a photon-
in–photon-out technique, XES provides a nonde-
structive, element-specific probe of the valence states
at buried interfaces. Our experiments were carried
out at Beamline 8.0.1 with the soft x-ray fluores-
cence (SXF) endstation, which is equipped with a
five-meter-radius spectrometer of the Rowland-circle
type. The spectrometer resolution was about 0.5 eV
for the measurements. Ion-irradiated copper/alu-
minum/polyimide films, which have a larger adhe-
sion strength than copper/polyimide without the
aluminum buffer layer, were used for this study. The
copper thickness was 40 nm and the aluminum
thickness was 5 nm. Ion irradiation was performed at
room temperature with N2

+ at an incident energy of
80 keV. 

Copper L2,3 XES spectra of the ion-irradiated
copper/aluminum/polyimide sample and of refer-
ence materials copper, CuO, and CuAl2O4 are shown
in Figure 1. Comparison of the spectrum of the ion-
irradiated sample with a superposition of copper and
CuAl2O4 spectra demonstrate that 60 atomic per-
cent of the copper atoms participate in the formation
of a CuAl2O4 interlayer (upper panel), whereas the
superposition of copper and CuO cannot reproduce
the spectrum of the ion-irradiated sample (lower
panel). The identity of the interlayer compound,
known to be correlated with an enhanced adhesion
strength between copper and polyimide, was con-
firmed for the first time. In addition, carbon Kα XES
spectra of ion-irradiated polyimide (Figure 2) show
that the structural transition in the polyimide from
carbocyclic aromatic rings (benzene) to amorphous
carbon occurs with increased ion dose. The decrease
in adhesion strength at high ion dose, observed in a
previous study, can be explained by creation of
chemically inert amorphous carbon.

Soft x-ray emission valence spectra have shown
that the formation of the interlayer compound
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CuAl2O4, which plays a crucial role in interfacial
adhesion between copper and polyimide, results
from ion irradiation, and the decrease in adhesion
strength at excessive ion dose is caused by the forma-
tion of amorphous carbon. In spectroscopic studies
to characterize buried interfaces or embedded
nanoparticles, XES and SFX offer unique, nonde-
structive experimental tools that do not alter the
electronic structure during the measurements.
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Figure 1 
Copper L2,3 XES spectra of ion-irradiated copper/alu-
minum/polyimide (PI) and reference samples copper,CuAl2O4,
and CuO,where the intensity of the copper is reduced by 0.4
and those of the CuAl2O4 and CuO are reduced by 0.6.The
spectrum of the ion-irradiated sample is compared with a
superposition of the reduced spectra of copper and CuAl2O4
(upper panel) and of copper and CuO (lower panel).

Figure 2 
Carbon Kα XES spectra of polyimide films on silicon irradiat-
ed by N2

+ ions and of benzene and amorphous carbon refer-
ence samples.
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NANOSTRUCTURES AND
SEMICONDUCTORS

Ultrafast Lattice Dynamics Probed by
Time-Resolved X-Ray Diffraction

We all know that one cannot record the flapping wings
of a hummingbird in flight with a camera with a slow
shutter speed. The same principle holds for scientific
experiments. To record the progress of dynamic processes,
whether physical, chemical, or biological, requires that
the detector be faster than the process; otherwise, the
“picture” is fuzzy. Many of the processes of interest to
those at the frontiers of research take place on the time
scale of molecular vibrations, typically around 100 fem-
toseconds. A group working at the ALS has directly
observed atomic vibrations, as well as ultrafast struc-
tural changes, in a solid with a high-speed detector
known as a streak camera. During recording, the cam-
era places data gathered at each instant along a line
(hence the streak camera name), thereby converting
temporal information to spatial and effectively record-
ing the time evolution of the process all at once.

X rays have long been used as structural probes of
complex molecules and solids on the atomic scale,
but only recently have these techniques been extended
into the time domain. In this experiment, we
watched—in real time—the motion of atoms in the
semiconductor indium antimonide on picosecond
time scales. Following a “kick” from a short laser
pulse, we directly observed large-amplitude coherent
atomic vibrations, in which the atoms collectively
oscillate about their equilibrium positions. At higher
laser powers, the structural phase transition from an
ordered to a disordered state was followed in real
time.

The experiment was performed at Beamline 7.3.3.
A femtosecond laser pulse synchronized to the indi-
vidual electron bunches in the storage ring with a jit-
ter of less than 5 picoseconds was made to
overlap—in both space and time—a single x-ray
pulse on the crystal. A monochromator selected 

x rays of wavelength 2.4 Å  to be diffracted from the
crystal onto the detector, a streak camera with
picosecond resolution. We then followed the struc-
tural dynamics of the crystal by monitoring the
intensity of the diffracted x rays as a function of time
with the camera. Since the length of the x-ray pulse
was hundreds of times longer than the laser pulse, it
served as a “continuous” source of x rays for diffrac-
tion before, during, and after the laser excitation of
the sample (Figure 1).

Following impulsive excitation of the crystal, we
discovered distinct temporal oscillations in the dif-
fracted intensity, indicative of coherent lattice motion
(Figure 2). By slightly changing the angle of the crys-
tal with respect to the incident x rays, different vibra-
tional modes, or phonons, could be selected, thus
mapping out part of the acoustic phonon dispersion
relation. This new technique thus allows one to probe
the vibrational properties of solids, even under
extreme, highly nonequilibrium conditions, by direct-
ly watching the atoms collectively ring. Because we
were able to resolve in real time the transfer of energy
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Figure 1 
Streak camera image of a single 60-picosecond x-ray pulse.
Time runs from the upper left to the lower right.
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from the carrier system to the lattice, important phys-
ical parameters such as the electron–phonon coupling
time could be extracted. A significant contribution to
the excitation of this coherent phonon state was
found to be due to a direct coupling between the car-
riers and the acoustic phonons through the deforma-
tion potential interaction. 

Furthermore, we found a close relationship
between the excitation of this coherent phonon state
and the disordering transition that occurred above a
critical laser fluence. In particular, the diffracted 
x-ray signal disappeared on a time scale determined
by a vibrational period, implying that each mode
took one final collective swing in one direction
before disordering. Further time-resolved observa-
tions of phase transitions in other materials (for
example, strongly correlated systems) should lead to
greater understanding of the driving mechanisms
behind them.
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Femtosecond Structural Dynamics
Observed in Semiconductor Crystals

Physical, chemical, and biological processes are by
nature dynamic; that is, they evolve with time. A com-
mon method used by scientists to study such processes is
to illuminate the sample with pulses of light, both to
stimulate the process and to probe it. To avoid smearing
together data from a range of times, however, this
approach requires that the light have a pulse length
shorter than the time it takes for significant changes to
occur. X-ray experiments to study structural changes
that occur on a time scale of one molecular vibration are
an emerging area of research. Lasers with pulses of 100
femtoseconds or less have been available for infrared
and visible light but so far not for x rays. A group work-
ing at the ALS has now measured structural changes
occurring over a few picoseconds or less by means of
time-resolved x-ray diffraction with a novel femtosec-
ond x-ray source.

We have measured ultrafast structural changes in
indium antimonide crystals by means of time-
resolved x-ray diffraction with a novel femtosecond
x-ray source at the ALS. The experiments quantita-
tively resolved lattice expansion occurring over tens
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Time-resolved x-ray diffraction efficiency following laser exci-
tation shows an initial decrease, representing a shift of the
Bragg diffraction peak with lattice expansion, followed by an
oscillatory signal indicative of coherent, large-amplitude lat-
tice vibrations that induce an extra, time-dependent periodi-
city to the lattice.
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of picoseconds after excitation with a high-power
infrared laser. We have also demonstrated the sub-
picosecond creation of a disordered region near the
surface.

Femtosecond x-ray experiments are an emerging
area of research in chemistry, solid-state physics, and
biology. Dynamic processes in condensed matter
occur on a time scale dictated by the period of a lattice
vibration, typically about 100 femtoseconds.
However, the time resolution of established tech-
niques for determining atomic structure, such as x-ray
diffraction and x-ray absorption fine structure, is lim-
ited by the pulse length of the x-ray source. For exam-
ple, the ALS emits pulses 30 picoseconds in length,
which is 300 times too long to resolve events lasting
100 femtoseconds. A number of ways to circumvent
this limitation are under investigation at the ALS. 

In one of these, the Beam Test Facility (BTF)
makes use of the electron beam in the ALS linear
accelerator rather than in the storage ring. In brief, 
firing a high-power infrared laser across the tightly
focused linac beam at 90° generates femtosecond 
x-ray pulses by the process of Thomson scattering
(Figure 3). The x-ray photon energy depends on the
electron-beam energy. In the present experiments
with a 100-femtosecond titanium-sapphire laser, 
50-MeV electrons in the linac resulted in 300-
femtosecond pulses of x rays with a photon energy 
of 30 keV, and 25-MeV electrons resulted in 

500-femtosecond x rays at 7.3 keV. We used the BTF
source to measure x-ray diffraction from an indium
antimonide crystal every few picoseconds both before
and after laser irradiation at intensities below the
threshold for damage.

The data at 30 keV demonstrate that expansion of
the lattice, which shifts the diffraction peak to lower
photon energies, begins only after a delay of about
10 picoseconds after laser irradiation (Figure 4). This
is the first direct evidence of such a delay, which we
quantitatively modeled as a combination of energy-
relaxation processes by which energy is transferred
from the electrons excited by absorption of laser light
to lattice vibrations and subsequent propagation of
the resulting lattice expansion inward from the sur-
face. A decrease in diffraction intensity from the sur-
face was observed with 7.3-keV photons, which do
not penetrate the sample as deeply as 30-keV pho-
tons. The decrease is due to the high concentration
of photoexcited electrons near the surface, which
causes a nonthermal disordering of the lattice in less
than a picosecond, a time too short to invoke trans-
fer of energy to lattice vibrations and subsequent
bond breaking. 

In collaboration with researchers from the
Berkeley Lab Center for Beam Physics and the ALS,
we are building a new bend-magnet beamline
(Beamline 5.3.1) that will provide 100-femtosecond
x-ray pulses via another laser-based technique,
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Figure 3 
Firing a laser at 90° across a focused electron beam generates
femtosecond pulses of x rays by Thomson scattering.
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Shifts in peak position (inset) and intensity of diffracted x rays
show that laser heating of InSb results in rapid lattice expan-
sion after a 10-ps delay.
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recently demonstrated at the ALS, called time slic-
ing. In addition to the improved time resolution,
this beamline will be about 10,000 times brighter
than the BTF source and will cover the entire spec-
tral range of the bend magnet, thereby opening up a
wide range of scientific applications for time-
resolved x-ray measurements. 

Investigators
R.W. Schoenlein, T.E. Glover, and W.P. Leemans

(Berkeley Lab); A.H Chin and C.V. Shank (University
of California, Berkeley, and Berkeley Lab); and 
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Structural Disorder in Colloidal InAs
and CdSe Nanocrystals Observed by
X-ray Absorption Near-Edge
Spectroscopy

The properties of a solid material depend on the
arrangement of the atoms inside and on the surface. As
the size of the solid decreases toward a few nanometers,
the number of surface atoms increases dramatically
with respect to the total number of atoms in the result-
ing nanocrystal. As a consequence, the influence of the
surface on the structure and hence the properties of the
nanocrystal increases significantly. In the last few years,
it has been possible to make nanocrystals with well-
controlled sizes, but it has not been so easy to investigate
their surface structure. Researchers at the ALS have suc-
cessfully applied an x-ray technique called x-ray absorp-
tion near-edge spectroscopy (XANES) to this problem in
semiconductor nanocrystals. They concluded that
XANES is a suitable tool for monitoring structural
rearrangements of surface atoms in nanocrystals.

The fundamental properties of nanocrystals are
significantly different from those of the macrocrys-
talline bulk material. In particular, the size depen-
dence of the electronic structure of semiconductor
nanocrystals has attracted widespread interest during
the last decade, resulting in a thorough investigation
of their optical, electronic, and structural properties.
Because the surface area in a nanocrystalline sample
is dramatically increased as compared to that of the
bulk material and because the surface influences vari-
ous properties of nanocrystals, the determination of
the surface structure is required for a detailed under-
standing of the properties of nanocrystals. However,
it has been difficult to characterize the surface struc-
ture of these particles, in part because there was no
suitable experimental technique sensitive to aperi-
odic parts of the nanocrystal structure, such as the
surface. One technique that has the potential to pro-
vide information about the surface structure of
nanocrystals is x-ray absorption near-edge spec-
troscopy (XANES), since it does not rely on long-
range order, in contrast to techniques like x-ray
diffraction. In addition, the increased contribution
of multiple-scattering effects makes XANES sensitive
to the relative arrangement of multiple atoms, so that
this technique is particularly useful for studying
complex surface reconstructions in nanocrystals. 

In our study, we measured the x-ray absorption
near-edge structure at the indium and cadmium
M4,5 edges of surfactant-capped InAs and CdSe
nanocrystals at ALS Beamline 6.3.2. As shown in
Figure 5 (dotted lines), the XANES spectra of InAs
nanocrystals show a strong size-dependent broaden-
ing relative to the respective bulk material (bottom in
Figure 5). Exactly the same trend was also observed
for CdSe nanocrystals. X-ray photoelectron spec-
troscopy measurements of these samples (not shown)
indicate that the size-dependent effects observed in
XANES must be a result of changes in the final state
of the excitation. In order to investigate the link
between the size dependence of the XANES spectra
and surface reconstructions in the nanocrystals, we
simulated the indium M4,5 spectra of InAs nanocrys-
tals with the program FEFF7. Whereas simulations
with a bulk-like crystal structure of InAs nanocrystals
could not reproduce the observed XANES spectra,
introducing a surface reconstruction in models of
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17-Å and 28-Å InAs nanocrystals led to a broadening
of the simulated spectra (solid lines in Figure 5) simi-
lar to the experimental data. Other potential sources
for the spectral broadening, such as a disordered sur-
factant shell, a slightly elliptical particle shape, or
quantum size effects, could be excluded.

Therefore, we conclude that structural disorder in
the nanocrystals induced by surface reconstructions
is responsible for the broadening of the XANES
spectra of InAs and CdSe nanocrystals. This study
indicates that XANES spectroscopy can be a valuable
tool in the investigation of surface reconstruction in
nanocrystals, the knowledge of which can lead to a
better understanding of the factors influencing the
properties and stability of nanocrystals.

Investigators
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Alivisatos (University of California, Berkeley, and
Berkeley Lab); and T. van Buuren (Lawrence
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Figure 5 
X-ray near-edge absorption spectra (XANES) at the indium
M4,5 edge for InAs nanocrystals of varying particle size
(dashed lines) and for a bulk crystal (bottom dashed line). For
the 17-Å and 28-Å InAs nanocrystals, the results of FEFF7
simulations (solid lines) that include a surface displacement of
the two outermost atom layers by –0.85 Å (indium atoms)
and +0.39 Å (arsenic atoms) relative to the bulk surface are
plotted for comparison. Simulations lacking this surface
reconstruction yield results very similar to the experimental
bulk spectrum.
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SURFACE AND INTERFACE
SCIENCE

Layer-Specific Structure
Determination:Anomalous Carbon
Dimers on Silicon Carbide

Much of the action during fabrication of microcircuits
and other electronic devices takes place at or near the sur-
face. For example, carving out circuit patterns is a multi-
step process involving growing high-quality crystalline
substrates and depositing and etching away thin layers on
the substrate through a mask containing parts of the pat-
tern. Sometimes a second material is first deposited on the
substrate and serves as the active electronic material.
Whatever the case, precise control of the growth and fab-
rication processes relies on understanding the surface
structure at the atomic level. A group working at the ALS
has used photoelectron diffraction, a technique in which
the intensity of electrons emitted after absorption of x rays
is measured in many directions and for many x-ray wave-
lengths, to resolve a controversy about the surface struc-
ture of silicon carbide (SiC), a semiconductor under
development for several applications.

Silicon carbide is a promising material both for
use as a substrate on which to grow diamond and for
electronic devices that overcome the limitations of
conventional silicon devices in high-temperature,
high-frequency, and high-power applications. The
growth of SiC thin films with high crystalline quality
and the subsequent processing steps are the subject
of substantial research and development programs.
For both growth and process control, an atomic-
scale understanding of the SiC surface structure is
essential. Although cubic SiC is known to have three
major surface phases (the carbon-terminated, the sil-
icon-terminated, and the silicon-rich surfaces), their
atomic structures have been uncertain. 

In particular, for the carbon-terminated c(2×2)
surface, a very unusual bridge-bonded dimer (BD)
structure with a triple carbon–carbon bonding
(Figure 1b), as in the C2H2 molecule, has been 

discussed as an alternative to a conventional sp3

dimer structure. However, the BD structure seems to
violate the most important chemical rule of semicon-
ductor surface reconstructions: minimization of the
number of unsaturated dangling bonds. High-
resolution scanning transmission microscope (STM)
images on the c(2×2) surface have failed to resolve
this structural issue because of strong electronic
effects within the surface carbon dimers (Figure 1a).
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Figure 1 
(a) Atomic-scale scanning tunneling microscopy (STM) image
and (b) model of C2H2-like triple-bonded dimer (the so-
called bridge-dimer model) of the carbon-terminated cubic
SiC(001) surface.The surface unit cell of a c(2×2) periodicity
is depicted by hatched diamonds.



shown in Figure 2b is due to the scattering of the
outgoing photoelectrons with the surrounding atoms
and thus contains detailed local structural informa-
tion of the near-surface layers around the atoms
emitting photoelectrons, the surface carbon atoms in
this case.

The simulated PED patterns were then calculated
for two structure models: the BD model and a 
conventional model called the staggered-dimer (SD)
model. The calculations were done with a full 
multiple-scattering simulation scheme (MCSD
package) recently developed by Y. Chen and M.A.
Van Hove of Berkeley Lab. Comparing the results 
of the simulations with the experimental data 
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This issue is unambiguously resolved by photo-
electron diffraction (PED) measurements made by
using the high-resolution soft x-ray synchrotron
radiation provided by Beamline 9.3.2. The carbon
1s photoemission of the cubic SiC(001)c(2×2) sur-
face clearly exhibits a surface core-level component
(S in Figure 2a) that will be shown to be due to the
carbon dimers on the surface. Several hundred simi-
lar high-resolution carbon 1s spectra emitted into a
small cone of solid angles were taken at varying inci-
dent photon energy and emission angle. In this way,
the intensity modulation of the surface carbon 1s
component was measured as a function of the pho-
toelectron wave vector. The resulting PED pattern
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(a) Carbon 1s spectra of 3C–SiC(001)-c(2×2) for two different kinetic energies corresponding
to photoelectron wave vectors k = 4.0 and 4.5 Å–1. S and B denote the surface and bulk compo-
nents, respectively. (b) Intensity modulation (χ) of the S component as function of photoelec-
tron wave vector (k),where χ = (I – I0)/I0, I is the photoelectron intensity, and I0 is the smooth
background.The dots connected by a thin green line represent the experimental data, and the
thick red and dashed blue lines are the optimized results of theoretical simulations for the
bridge-dimer and staggered-dimer structure models, respectively.
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dimensions continue to shrink, the roles of the surfaces
and interfaces become more and more important. And
yet, as important as these effects are for understanding
thin-film magnetic devices, it has been difficult to pre-
dict from theory how the important magnetic properties
change in going from a bulk, three-dimensional magnet
to a flat, two-dimensional one. A group working at the
ALS has experimentally studied model systems in which
the relative energies of electrons of opposite spins were
tuned by judiciously modifying the interface. Ulti-
mately, the improved understanding gained from this
study may lead to creation of new and useful magnetic
devices.

A lithium layer on a tungsten surface provides a
good model system for studying interfaces because
the tungsten surface has been studied in considerable
detail. In this study, we have focused on the role of
the interface in spin-orbit coupling, which is the
coupling between an electron and the local electric
field it experiences as it moves through a solid. This
interaction leads to a local magnetic field, which
even in the absence of normal magnetism can, under
some conditions, cause electrons of opposite spins to
have different energies. Although we are studying
this effect for a nonmagnetic system, the same cou-
pling is important for the interface magnetism that
figures prominently in the layered magnetic nano-
structures under rapid development for magnetic
data-storage devices and other applications.

Figure 3 shows the basic result of our measure-
ments, which were conducted by means of angle-
resolved valence-band photoemission. The dots
represent the energies of electronic states as a func-
tion of electron momentum along the indicated
direction in the Brillouin zone. Figure 3a represents
the states present at the clean (110) surface of tung-
sten. The most important feature is a pair of states
(labeled 1 and 2) that are split because of the spin-
orbit interaction. We would not be able to observe
this splitting except that (1) the very existence of the
surface breaks the symmetry and allows the bands to
be split and (2) the relatively heavy tungsten nucleus
enhances the splitting by increasing the importance
of relativistic corrections. We could not see the split-
ting, for example, when we examined a similar
molybdenum surface, which apart from the lightness

unambiguously confirmed the unusual BD model:
Figure 2b clearly shows that only the simulation
based on the BD model fits the experimental data
well. In addition, detailed structural parameters were
obtained by optimizing the fit between simulation
and experiment. The carbon–carbon dimer bond
length obtained in this way is 1.22 ± 0.05 Å, in close
agreement with the predictions of ab initio calcula-
tions and with the bond length of the triple bonded
C2H2 molecule.
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Tuning the Spin-Orbit Coupling at a
Metal Surface

One of the enduring questions about magnetic materials
is the effect of surfaces and interfaces on the materials’
magnetic properties. This is not just an academic ques-
tion, because the current rapid development of magnetic
data-storage devices relies in no small part on the use of
very thin layered magnetic structures. As these device
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of the nucleus is electronically very similar to the
tungsten surface, with nearly identical bands.

We modified the surface by adding one-half of a
monolayer of lithium (Figure 3b) and a full mono-
layer (Figure 3c). As we add lithium, the states move
away from the gray region, which represents bulk-
like electronic states with relatively weak binding to
the surface, into the white region, which represents
states more localized to the surface. This shift is due
to the energy gain obtained when the electrons in
these states interact with the overlying lithium
atoms. An additional effect is that the splitting we
observed in Figure 3a is enhanced as lithium is 
introduced. This shows that the symmetry breaking
introduced when the surface was created is actually
stronger when lithium is added.

In addition to mapping the interface-state energy
as a function of momentum in one direction, we can
restrict the energy to that of the least bound electrons
and map the density of electrons at that energy
throughout momentum space, as shown in Figure 4.
The contours that these states form in momentum
space are the Fermi surfaces. We know that the Fermi
surfaces associated with bands 1 and 2 have opposite
spin, and we show one possible arrangement of spins
in the figure. The point is that while there is no net
spin polarization (since the system is not magnetic),
in local regions of momentum space there is an in-
plane polarization. There is an apparent handedness
to the spin arrangements, and the sense of the hand-
edness is fixed by the sign of the surface electric-field
gradient. In principle, the photoelectrons emitted in
a particular direction are highly spin-polarized,
which we would like to check in future measure-
ments using spin-resolved photoemission.
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Angle-resolved surface-state valence bands for lithium on the
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Map of the Fermi intensity for one monolayer of lithium
deposited on the (110) surface of tungsten.The straight
white lines are the surface Brillouin zone boundaries.The
remaining white lines are the Fermi crossings of the spin-
polarized bands; the arrows indicate a proposed spin.
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Multi-Atom Resonant Photoemission:
New Probe of Near-Neighbor
Properties Applied to Metal Bilayers
and Alloys

Although many existing experimental techniques can
provide information on the elements present in a given
sample of material, as well as on their local structural
and bonding environment and their magnetic proper-
ties, we lack a broadly applicable probe that can deter-
mine whether an atom of a given element is actually
located in close physical proximity to an atom of an-
other element. Multi-atom resonant photoemission
(MARPE), an effect recently discovered at the ALS,
appears to provide such a probe. Application of the
MARPE technique to a metal alloy of iron and chro-
mium by the same group of experimenters has provided
direct evidence for compositional clustering in which
chromium atoms prefer to be near other chromium
atoms rather than near iron atoms. Quantitative agree-
ment between measured and calculated clustering
makes MARPE look promising for the study of cluster-
ing and other types of compositional heterogeneity in
more complex materials and at surfaces and interfaces
between materials.

The multi-atom resonant photoemission (MARPE)
effect, discovered at the ALS in experiments on
Beamline 9.3.2, makes use of the well-known elemen-
tal specificity of core-electron excitation energies but
takes this specificity one step further by involving two
atoms at once. If the energy of a soft x ray that is excit-
ing photoelectrons from a core level of a given atom
“A” is tuned through an absorption edge or threshold
for a core electron on a neighboring atom “B,” the
excitation strength on the neighbor atom is found to
be transferred back to atom “A” via an interatomic res-
onant process. Increases of up to 100 percent in the
resulting photoelectron intensity from “A” have been
observed. The effect was first seen in photoelectron
emission from various metal oxides, and it has by now
also been observed in the secondary decay processes of
Auger emission and soft x-ray emission, thus expand-
ing its range of applicability. Groups elsewhere in the
world have also begun to study the effect experimen-
tally. Preliminary discussions of the theory of MARPE
have also appeared.

We here present results of applying MARPE for
the first time to metallic systems, in particular to
chromium/iron bilayers and alloys. The chromium
2p intensity for both a thin chromium overlayer on a
thick iron layer and an iron-rich alloy was found to
be enhanced by up to 85 percent upon sweeping the
x-ray energy through the iron 2p absorption edges, as
shown in Figure 5a and in Figure 5b, respectively. In
both cases, the MARPE enhancements closely fol-
lowed the normal iron 2p x-ray absorption coeffi-
cient shown in Figure 5c, a similarity noted in
previous experiments. 

Similar data have been obtained over a broad
range of chromium and iron thicknesses, as well as
alloy compositions, with the resulting intensity
enhancements summarized in Figures 6a and 6b.
The solid blue curves in these panels represent the
best fit to these data with an empirical model in
which the short-range, near-neighbor contributions
are much enhanced (about 5000 times) with respect
to the long-range contributions that are fitted very
well by an exponential decay with decay lengths of
25 to 30 Å. Near neighbors within about 3 Å of the
emitting atom are thus found to contribute about
half of the overall effect. However, the marked curva-
ture in the alloy data of Figure 6b can only be
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described if we introduce compositional clustering in
the alloy, with chromium preferring to have chro-
mium near neighbors (red curve). This results in the
experimentally determined near-neighbor composi-
tion xnn shown in Figure 6c (red curve). 

The extent of short-range compositional cluster-
ing in this system has also been calculated by a
method that expands the free energy in inverse tem-
perature, with effective interatomic interactions
explicitly involved in the expansion. These results
(black curve) are compared with the experimental
short-range chromium concentration derived from
MARPE in Figure 6c (red curve), and the agreement
is excellent. These results thus better quantify the
interaction range of MARPE, challenge theory to
yield a quantitative prediction of the distance depen-
dence observed, and provide a first application of the
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Figure 5 
Multi-atom resonant photoemission (MARPE) and x-ray
absorption results for chromium/iron bilayers and alloys. (a)
Chromium 2p photoemission intensity for a thin 1.5-Å
chromium layer on a thicker 94-Å iron layer as the photon
energy is scanned through the iron L3,2 edges.The dashed line
below the curve indicates the expected chromium 2p intensi-
ty without interatomic effects. (b) chromium 2 p photoemis-
sion intensity as in (a) for an iron-rich Cr0.15Fe0.85 alloy. (c)
X-ray absorption coefficient for pure iron at the iron L3,2
absorption edges.
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Figure 6 
(a) MARPE enhancement of the chromium 2p photoemission
intensity at the iron L3 edge for chromium/iron bilayers with
iron thickness tFe=94 Å and varying chrome thickness tCr (red
squares) and tCr=4.5 Å and varying tFe (black squares). The
blue curves are empirical fits to this data with enhanced near-
neighbor contributions. (b) MARPE enhancement of the
chromium 2p intensity at the iron L3 edge for CrxFe1–x alloys
of varying composition x. The experimental results are dis-
played as green circles. Simulations of the data based on ran-
dom mixing in the alloy (blue curve) and with empirically
derived near-neighbor chromium compositional clustering via
the parameter xnn (red curve) are also shown. (c) Near-neigh-
bor chromium composition xnn as a function of alloy composi-
tion x: straight blue line = random mixing; red curve =
experimental, as derived from our MARPE results; black curve
= independent theoretical prediction.

effect to compositional clustering in alloys. Taken
together with other work, a broad future utility of
this type of measurement is suggested for studying
various types of heterogeneity in alloys and complex
materials, as well as at surfaces and buried interfaces. 
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ENVIRONMENTAL AND
EARTH SCIENCE

Quantitative Zinc Speciation in Soils:
Attacking Complexity with
Complementary X-Ray Techniques

To help clean up polluted military, industrial, and agri-
cultural sites, a new field of research has arisen that
offers a scientific approach to waste remediation—mo-
lecular environmental science (MES). The transport of
pollutants, such as heavy metals, from their source
through soil and water to their final resting place and
their impact on plants, animals, and humans along the
way depends in detail on the chemical form of the pol-
luting species. MES researchers aim to study at the 
molecular level the forms pollutants take in the environ-
ment, the processes by which they move through it, and
the mechanisms by which they change from one form to
another. In this study, a group of French researchers
examined soils contaminated by zinc from decommis-
sioned smelters. By combining new x-ray analysis tech-
niques, they were able to identify the three main
chemical forms taken by zinc in these soils and deter-
mine their relative proportions.

A scientific approach to cleaning up the environ-
ment requires basic chemical information at the mo-
lecular level about contaminants. Working at both
the ALS and the European Synchrotron Radiation
Facility (ESRF) in Grenoble, our team has shown
how to use complementary x-ray techniques to iden-
tify zinc-containing compounds in contaminated
French and Belgian soils located near smelters. In
particular, we have combined spatially resolved (at
the micrometer scale) x-ray fluorescence (µ-XRF)
and extended x-ray absorption fine structure (µ-
EXAFS) at the ALS and polarized EXAFS at the
ESRF to make the key identification of important
zinc constituents and their structural forms (i.e.,
their speciation).

Like other toxic metals, such as chromium and
uranium, zinc undergoes many chemical transforma-
tions during its journey from the source to the final
resting place. The Imperial Smelting Process used for
many decades in Europe produced considerable
amounts of dust and fumes rich in zinc and lead.
When the zinc reached the soil, it was deposited in
the form of a number of  “primary” zinc-containing
minerals. Weathering of these minerals resulted in
the trapping of zinc in “secondary” minerals, pre-
dominantly clay minerals but to a lesser extent iron
oxyhydroxides and manganese oxides that immobi-
lize the zinc, rendering it less harmful.

In recent years, x-ray diffraction and EXAFS of
powder samples have been replacing older chemical-
extraction techniques for speciation of contaminants
in the environment. Making EXAFS measurements
for a large number of compounds in well-prepared
forms results in a library of standards that can be
used when a sample contains multiple chemical com-
pounds containing the same element. Mathemat-
ically fitting a combination of the EXAFS spectra
from standards with the measured spectrum, in prin-
ciple, identifies and gives the concentration of each
compound in the sample. However, the method does
not work well when too many standards are required,
so it is necessary to have some idea of what is pres-
ent—a difficult task when some compounds exist in
small concentrations against a larger background of
other compounds.

We attacked this problem for soil samples by
exploiting the newer third-generation synchrotron-
radiation sources. Powder EXAFS suggested that
zinc-containing clay minerals were the predominant
species. Because of the layered structure of clays,
EXAFS spectra with linearly polarized light have a
distinctive angular dependence as an oriented sample
is rotated in the beam, and this is what we observed
at the ESRF, thereby confirming the presence of
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Figure 1 
µ-XRF map of elemental distributions shows that zinc (center) is partitioned between large manganese-rich spherules (left) and
smaller iron-rich grains (right) in a sample of soil contaminated by a decommissioned zinc smelter.
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Figure 2 
µ-EXAFS (red) of zinc in a manganese-rich area of a soil sam-
ple identifies the presence of zinc-sorbed birnessite (blue), a
layered manganese compound with zinc above and below
vacant sites, as shown in the model (bottom). Similar models
for iron and clay minerals were obtained from µ-EXAFS (ALS)
and polarized EXAFS (ESRF), respectively.

zinc-containing clay minerals. A detailed analysis of
the spectra revealed the local structure around the
zinc in the clay. 

The two next most important zinc species (i.e.,
the iron oxyhydroxides and manganese oxides) were
identified at the ALS. First, with µ-XRF, we located
regions containing manganese, iron, and zinc in
these inhomogeneous samples. In particular, we
found iron-rich grains that typically were 10 to 
20 µm in size and manganese-rich spherules that
were much larger at 300 µm. Application of 
µ-EXAFS within these regions then revealed the
identity and structure of the zinc species. For exam-
ple, the zinc-containing manganese compound was
birnessite, a layered compound in which the zinc is
adsorbed in the interlayer space above and below
vacant sites with either four- or six-fold coordina-
tion. Model compounds derived from polarized and
µ-EXAFS data were then used to obtain good fits of
powder-EXAFS data for all the soil samples studied.
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Figure 3 
(top) Soil samples were taken at several depths from a con-
taminated site. (bottom) Model compounds derived from 
polarized-EXAFS data at the ESRF and µ-EXAFS data at the
ALS provide a good fit with powder-EXAFS spectra from a
soil sample, thereby confirming the identification of the con-
taminating species.

Microbial Reduction of Hexavalent
Chromium 

Compounds containing chromium atoms are potential-
ly hazardous contaminants in the environment. The
degree of hazard depends on the chemical state of the
chromium in the compounds in which it occurs.
Chromium with a positive charge of +6 is highly solu-
ble in water and therefore mobile in the environment,
so the contamination spreads, and it is toxic and car-
cinogenic. However, chromium with a positive charge
of +3 is relatively insoluble in water and significantly
less harmful. Processes that convert chromium from the
+6 to the +3 state are potentially useful for waste
cleanup and environmental remediation. Berkeley Lab
researchers working at the ALS have used an infrared
microscope to demonstrate that certain bacteria found
naturally in rocks are effective agents in the “biogeo-
chemical” transformation of chromium from the unde-
sirable +6 state to the less harmful +3 state, thereby
resolving an on-going controversy about the nature of
the conversion.

Hexavalent chromium (Cr6+) is a widespread con-
taminant that enters the environment through vari-
ous industrial processes. Cr6+ compounds are highly
water soluble, toxic in the environment, and car-
cinogenic in mammals. However, recent studies have
shown that certain bacterial species in geologic ma-
terials can detoxify the compounds by reducing
them to relatively insoluble and hence significantly
less harmful trivalent chromium (Cr3+) compounds,
a process known as biogeochemical transformation.
We have used the Fourier-transform infrared (FTIR)
spectromicroscopy beamline (Beamline 1.4.3) to
obtain spatially resolved, time-dependent spectra
that give evidence of the biogeochemical transforma-
tion of Cr6+. 

This is the first time that biogeochemical trans-
formation of Cr6+ by microorganisms on a mineral
surface has been nondestructively monitored and
studied. Because infrared light does not kill bacteria,
the transformation of Cr6+ can be monitored where
it occurs. Distinct and relevant infrared absorption
bands related to the transformation are used not
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only as chemical markers to detect different chromi-
um species, but also as biological markers to detect
the presence and activity of microorganisms on speci-
men surfaces. In addition, the brightness of the
infrared radiation from the beamline makes spatially
resolved spectroscopy (spectromicroscopy) possible. 

Two reduction mechanisms had previously been
postulated for the reduction of Cr6+ compounds.
The biological mechanism requires the presence of
microorganisms to aerobically reduce the Cr6+. The
chemical mechanism relies on metal oxides, such as
Fe(II) compounds, to catalyze the Cr6+-reduction
reaction. We conducted FTIR experiments to distin-
guish the relative significance of these two mecha-
nisms. In addition, we evaluated the effects of
common organic co-contaminants, such as toluene
vapor, on the biotic reduction process. 

For magnetite surfaces of mixed iron oxides that
contain no living microorganisms, a five-day expo-
sure to Cr6+ compounds resulted in no statistically
significant changes in infrared chemical markers,
indicating that no catalysis of Cr6+ reduction was
occurring. On samples with living microorganisms,
however, some Cr6+ reduction was detected.
Moreover, when the samples with living microorgan-
isms were incubated in dilute toluene vapor, statisti-
cally significant changes in both infrared-absorption

intensity and characteristic band shapes were
observed for Cr6+, as were new bands signaling the
possible existence of intermediate Cr5+. FTIR spec-
tromicroscopy showed that the changes in the
infrared absorption bands occurred at the sites of
bacterial concentration. Imaging the surface at char-
acteristic absorption bands showed a strong correla-
tion between peak depletion of Cr6+ and toluene and
peak concentration of biological molecules. 

In a study to determine if this microbial reduction
process could occur in real geologic samples, composite
mineral surfaces of basalt rock chips containing resi-
dent communities of microbes were exposed to solu-
tions of Cr6+ and toluene vapor. At the end of four
months, FTIR spectromicroscopy showed that Cr6+-
tolerant and Cr6+-reducing natural microorganisms
were thriving in association with Cr3+ (Figure 4). The
reduced Cr3+ state was confirmed by x-ray absorption
fine structure (XAFS) spectroscopy at Beamline 10.3.2.

The nondestructive infrared spectromicroscopy
studies, combined with XAFS spectroscopy and micro-
biological techniques, show that highly mobile and
toxic Cr6+ contaminants can be biologically reduced
into less soluble, less toxic Cr3+ compounds. The FTIR
method can now be expanded to examine other
infrared-amenable microbial/chemical contaminant
systems. 

Figure 4 
After a four-month exposure of basalt rock chips to solutions of Cr6+ and toluene vapor, SR-FTIR spectromicroscopy
showed that Cr6+-tolerant and Cr6+-reducing natural microorganisms (left) were thriving in association with Cr3+(right).
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PROTEIN
CRYSTALLOGRAPHY

Solving the Ribosome Puzzle 

Ribosomes are ancient biological molecules with an
overall structure that is common to all forms of life.
They play an essential role by manufacturing proteins,
thereby translating genetic information into an indi-
vidual’s observable characteristics. A group working at
the ALS has now determined the overall molecular
structure of the ribosome and how its parts fit together, a
finding with practical and fundamental implications.
On the practical side, bacterial infections are often
treated by antibiotics that selectively target bacterial
ribosomes while leaving mammalian ribosomes unaf-
facted. Armed with the details of ribosomal structure,
researchers can perhaps devise more effective strategies
for inhibiting protein synthesis in disease-causing bacte-
ria. Illumination of the ribosome’s structure is also rele-
vant to our quest to understand how life works.
Detailed knowledge of the structure of this key molecule
would represent a significant advancement in our
understanding of the origins and evolution of life. 

After decades of effort, techniques for crystallizing
ribosomes and analyzing their structures have begun
to yield rich dividends. Within the space of a month,
several research groups recently reported on the solu-
tion of ribosome structures. While other groups
focused on the component parts (subunits) of the
ribosome, our group looked at the overall ribosome
and how its parts fit together. About 2.5 million
times more massive than a hydrogen atom, these
ribosomes are the largest asymmetric structures
solved by crystallography to date. 

Ribosomes are the cell’s protein manufacturing
plants. In the ribosome, raw materials in the form of
amino acids are combined according to blueprints
provided by ribonucleic acid (RNA) to produce all
the proteins necessary for life. To perform this com-
plex task, the ribosome has evolved a complex struc-
ture, the rough outlines of which are already known.

Two subunits, one larger (50S) and one smaller
(30S), together constitute the whole (70S) ribosome.
The interface between the subunits contains several
cavities where proteins (chains of amino acids) are
assembled.

The order of the amino acids in the chain is deter-
mined by the sequence of nucleotides in a strand of
messenger RNA (mRNA), a sequence that is tran-
scribed from the cell’s DNA. The mRNA then moves
through the ribosome cavity like a conveyor belt.
Each combination of three nucleotides (codon) in
the mRNA strand forms base pairs with the comple-
mentary nucleotides (anticodon) in molecules of
transfer RNA (tRNA). Each tRNA molecule carries a
specific amino acid. Bonds are formed between adja-
cent amino acids and the growing chain exits the
ribosome through a tunnel.

Bacterial ribosomes, which have the same basic
structure as those of all life forms, are smaller than
others and are therefore the most studied. Our team
successfully crystallized 70S ribosome complexes
(ribosomes plus various mRNA and tRNA frag-
ments) from the bacterium Thermus thermophilus.
Taking advantage of the high photon flux and 
collimation of Beamline 5.0.2, we used multiple-
wavelength anomalous diffraction (MAD) tech-
niques to obtain electron-density maps of the ribo-
some complexes with a resolution as good as 7.8 Å. 

In addition to confirming features of ribosome
structure already known through other types of stud-
ies, the electron-density maps reveal many interest-
ing new details. For example, the images indicate
how tRNAs are bound to various sites in the ribo-
some. At the site where codon–anticodon matches
are recognized, only weak contacts between the ribo-
some and tRNA were observed, suggesting a degree
of flexibility. In contrast, at the site where the amino
acid chain begins to form, the ribosome rigidly grips
the tRNA with six “fingers” of electron density, stabi-
lizing and orienting both tRNA and mRNA compo-
nents. Another striking feature seen in the images is
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an RNA helix that runs along the length of the 30S
subunit. This single feature contributes about half of
all the contacts between the two subunits and may
function as a relay switch, linking events occurring in
the two subunits by alternating between two differ-
ent configurations.

These results reinforce the impression that the
ribosome is a dynamic molecular machine with mov-
ing parts and a very complicated mechanism of
action. Through these studies, we are, in a sense,
reverse-engineering the ribosome: attempting to
understand its function by examining how it is con-
structed. Toward this end, we are already working on
improving their resolution and obtaining images of
ribosomes at different stages of protein synthesis. 
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Figure 1 
Six “fingers” of ribosomal electron density (labeled a–f) tightly
grip mRNA (red) and tRNA (blue) components to facilitate
protein synthesis.

Figure 2 
RNA helix (blue) packed into interface between the two ribo-
somal subunits (purple and gray).This feature may relay infor-
mation from one subunit to the other.



Science Highlights

Protein Crystallography

39

Bacteriorhodopsin: Ion Transport is 
Net Result of Small Changes in 
Protein Structure

In addition to passively separating inside from outside,
the skin on our bodies actively senses external condi-
tions, helps regulate body temperature, and eliminates
toxins. Similarly, on a much smaller scale, the mem-
branes that define cells and organelles are more than
just passive containers. Proteins embedded in the mem-
branes are responsible for all forms of intercell signaling,
sensing of external stimuli, and the transport of mol-
ecules and ions. A group working at the Macromolecular
Crystallography Facility at the ALS has determined the
structure of bacteriorhodopsin, a relatively small, simple
bacterial membrane protein, before and during ion
transport. Scientists believe that analysis of such mem-
brane proteins in action will reveal a new world of
channels, pumps, receptors, pores, and antigens that
play large roles in disease and drug resistance.
Consequently, an expanded database of membrane-
protein structures is expected to facilitate the prediction,
design, and discovery of new drugs.

Bacteriorhodopsin (BR) is a membrane-embedded
protein that can actively “pump” ions from one side
of the membrane to the other, against an electro-
chemical gradient. The energy for this process comes
from a photon of visible light, which sets into
motion a series of structural changes within the BR
molecule that favor active ion transport. Our group
has obtained atomic-resolution structures of BR
crystals in two different states: one at the beginning
of the ion-transport cycle and another in midstroke.
Analysis of the small, but significant, structural dif-
ferences between the two states provides insight into
the mechanisms and forces that push and pull ions
through the membrane, against the electrochemical
tide.

The BR molecule contains seven helices that sur-
round a channel through which ions can move.
Charged amino-acid side chains (Glu204, Glu194,
Arg82, Asp85, Asp96) throughout the channel interact
with the ions. Bound in a cavity roughly in the 
middle of the channel is a photosensitive molecule
called retinal. The retinal divides the channel into a

hydrophobic cytoplasmic side and a hydrophilic
extracellular side. In the type of BR used in this study,
the ions transported across the membrane are pro-
tons, and upon absorption of a photon of light, the
retinal molecule flips toward the cytoplasmic side,
losing a proton to the nearby Asp85 side chain. This,
in turn, causes a proton to be released from the extra-
cellular side (from Glu204 or Glu194). Subsequently, a
proton is taken up from the cytoplasmic side (via
Asp96), and sites that have lost a proton (such as the
retinal site) are reprotonated to complete the photo-
cycle.

In this study, we used a particular BR mutant
(D96N) in which the uptake of a proton from the
cytoplasmic side is hindered. This enabled us to
freeze the action at the MN state (just before reproton-
ation of the retinal) by illuminating “ground-state”
crystals with yellow light, followed by cryo-trapping
at 100 K. The structures of both ground-state and
MN-state crystals were then determined to 1.8 and
2.0 Å, respectively. This excellent resolution was
made possible by the high quality of the crystals and
the brightness, collimation, and small spot size of
Beamline 5.0.2 at the Macromolecular Crystal-
lography Facility.

The ground-state crystal structures show a net-
work of amino-acid side chains and water molecules
that provide a path for protons moving from the reti-
nal to the extracellular surface (Figure 3). In the MN
state, the disappearance of key water molecules from
this network and shifts in the locations of side chains
(in response to the displacement of the retinal) raise
or lower the proton affinity of the various binding
sites (Figure 4). Thus, protons are released and cap-
tured by various sites, with the net result being that
one proton is transported across the membrane.

This process moves in only one direction because
the proton affinity of the Asp85, which accepts the
proton released by the retinal, remains high through-
out most of the cycle. Also, there is no comparable
network of side chains and water molecules on the
cytoplasmic side to provide a continuous path from
the retinal to the internal membrane surface.
However, the images show the displacement of two
side chains near the retinal on the cytoplasmic side,
opening up a possible path for reprotonation of the
retinal. Also, strong disorder in the cytoplasmic ends



The Crystal Structure of 
Respiratory Complex II

We all have an instinctive feel for the necessity of
breathing. Even in bacteria, respiration is not a thing to
be taken lightly. As it happens, the protein complexes
that catalyze respiration in cells are similar across
species, all the way from bacteria to humans. Thus,
information about how a microbe “breathes” helps
humans understand how their own cells produce the
energy needed for life. Researchers working at the
Macromolecular Crystallography Facility at the ALS
have grasped a big piece of the respiratory jigsaw puzzle
by solving the structure of fumarate reductase, or respi-
ratory complex II, from the bacterium Escherichia coli.
The new information about fumarate reductase pro-
vides a framework for understanding the function of an
entire family of respiratory proteins. Together with
recently solved structures within other complexes of the
respiratory pathway, the new structure gives a more
complete picture of respiration, for both aerobic (with
oxygen) and anaerobic (without) processes.
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of two of the seven main helices suggests a possible
role for these helices in the later stages of the photo-
cycle.
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Comparison of ground-state (purple) and MN-state (yellow)
structures in the vicinity of the retinal. Small shifts in position
and the disappearance of key water molecules (e.g., 402 and
406, near bottom) raise or lower the ion affinities of various
ion binding sites, ensuring the unidirectionality of the ion
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tion of transport, and the numbers represent the sequence of
transport steps.
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Our mitochondria require oxygen to help produce
adenosine triphosphate (ATP), a molecule that can
store chemical energy for later use. What makes the
production of ATP possible? As we digest the food we
eat, electrons are extracted from the chemical com-
pounds that make up the food and are used to reduce
oxygen. The energetically favorable process of oxygen
reduction is indirectly coupled to the unfavorable
process of ATP synthesis by a set of five protein com-
plexes, numbered I through V, that bridge the mito-
chondrial membrane (Figure 5). However, some
organisms, like the bacteria found in our digestive
tracts, do not require oxygen for ATP synthesis;
instead they can utilize the chemical fumarate
(C4H2O4

2–) in place of oxygen. Fumarate is normally
a byproduct of aerobic respiration. By reversing the
direction of one reaction and reducing fumarate, ATP
synthesis can proceed in the absence of oxygen. 

The reaction runs in either direction and is cat-
alyzed by a protein complex called complex II.
Because complex II is involved in such a fundamen-
tal metabolic process, genetic mutations are often
lethal in the embryonic stage. In the cases where
mutations are not lethal, they cause severe symptoms
similar to those seen in multiple sclerosis. Although
complex II has been extensively studied, there are
still many mysteries as to how it functions. Under-
standing the mechanism of how proteins function
requires knowledge of their structures.

X rays generated at Beamline 5.0.2 of the
Macromolecular Crystallography Facility were used
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Figure 5 
Schematic representation of the aerobic respiratory chain.Complexes I–V are labeled and
the pathway of electron transfer is indicated.

to determine the structure of complex II from the
common bacterium Escherichia coli. The use of
Beamline 5.0.2 was critical for several reasons. First,
the wavelength is tunable, whereas it is fixed at most
x-ray crystallography beamlines. Tunable radiation
was important for determining structural informa-
tion about complex II through the use of the anom-
alous scattering effect (multiple-wavelength
anomalous diffraction, or MAD) at the iron K edge.
Second, Beamline 5.0.2 focuses a higher useful
intensity onto the sample than many other protein
crystallography beamlines and therefore generated a
higher signal in the diffraction data.

The structure of complex II revealed an essentially
modular enzyme with two independently folded sol-
uble domains and two transmembrane anchors
(Figure 6). The active site of the enzyme is located in
the flavoprotein subunit (Figure 6, blue domain)
near a cofactor called a flavin. The understanding of
the chemical composition of the amino acid residues
and cofactors located near the reaction site allows us
to better understand the mechanism of biological
oxidation and reduction catalyzed by complex II. By
looking at the cofactors attached to the protein chain
(Figure 7), it is apparent how electrons can be trans-
ferred away from the food molecule bound at the
active site of the enzyme and into the membrane
where they can interact with complex III (Figure 5).
This structure gives us insight into how aerobic res-
piration occurs in humans as well as how anaerobic
respiration occurs in other organisms.
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Figure 6 
High-resolution structure of complex II.The ribbons shown in
the figure follow the polypeptide chains of the protein.The
flavoprotein subunit is colored blue, the iron protein is col-
ored pink, and the two membrane anchors are green and pur-
ple. Black lines show where the boundaries of the membrane
might be located.
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First Protein Structure of a Key
Molecular Engine

Functioning of the cell requires the transport of mol-
ecules into and out of the cell through the cell mem-
brane. For starters, nutrients must be ingested and
waste products expelled. The family comprising several
types of molecular machines that propel and guide bio-
chemical compounds through cell membranes goes by
the collective name “ABC transporters.” Researchers
from Berkeley Lab and the University of California,
Berkeley, working at the ALS have obtained the first
structure of a key subunit of an important ABC trans-
porter, thereby providing clues about how these molecu-
lar machines work. In addition, mutations in ABC
transporters appear to bring about genetic diseases in
humans. The Berkeley researchers used their findings to
propose a structural basis for the effects of mutations
known to cause the lethal disease cystic fibrosis.
Information of this type may someday lead to treatments
for cystic fibrosis and other genetic diseases.

ABC transporters (also known as traffic ATPases)
form a large family of proteins responsible for move-
ment of biochemical compounds through cell mem-
branes. We have used the Macromolecular
Crystallography Facility at Beamline 5.0.2 to obtain
the crystal structure of the HisP subunit of histidine
permease, an ABC transporter from Salmonella
typhimurium. The structure, obtained at a resolution
of 1.5 Å, provides a basis for understanding proper-
ties of both normal and defective ABC transporters.

ABC transporters variously act as pumps that pro-
pel substances through membranes, as channels that
allow the substances’ passage, and as regulators that
control other membrane proteins. Their general
structural features, known from biochemical studies,
include membrane-spanning domains between
which the transported substances pass and
nucleotide-binding domains, which are the molecu-
lar engines that drive the pumps or open and close
the channels by using the energy released in the
binding and hydrolysis of adenosine triphosphate
(ATP). ABC transporters are increasingly recognized
as the causes of human genetic diseases, such as cystic

fibrosis—a lethal disease that occurs in about 1 in
3,300 live births in the United States and Canada.

In S. typhimurium, histidine permease contains
two identical nucleotide-binding domains, known as
HisP, that together form a dimer (Figure 8). Using
multiple-wavelength anomalous diffraction (MAD)
methods to obtain phase information about a dif-
fracted x-ray beam, we have solved the structure of
HisP at a resolution of 1.5 Å. A four-wavelength
MAD data set was obtained in just two hours at the
ALS. The structure of the HisP monomer exhibits an
unusual L shape with two thick arms, one of which
holds the ATP binding site and the other of which is
proposed to be in contact with membrane-spanning
domains (Figure 9). It is possible that binding and
hydrolysis of ATP in one arm results in conforma-
tional changes in the other arm that are passed on to
the membrane-spanning domain, but the mecha-
nism is not yet known in detail.

Because of the substantial similarity of the
nucleotide-binding domains of ABC transporters in
both prokaryotic cells (such as S. typhimurium) and
eukaryotic cells (such as those in humans), structural
details found in one type of organism are expected to
apply to others. For example, our ability to correlate
the properties of mutant forms of the cystic fibrosis
transmembrane conductance regulator (CFTR), an

HisQ

HisP

ATP ADPPhosphate

HisP

HisM

Figure 8 
(left) Histidine permease (HisQMP2) molecular pump in a
cell membrane (green) consists of two membrane-spanning
domains (HisQ and HisM) and two identical nucleotide-
binding domains (HisP). (right) Operation of the pump is 
driven by binding of ATP and hydrolysis to ADP,which are
proposed to cause conformational changes in HisP that are
transmitted to HisQ and HisP.
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ABC transporter involved in cystic fibrosis, with the
crystal structure of HisP indicates that HisP is a good
model for the nucleotide-binding domains of ABC
transporters in general.

We have used our HisP findings to propose a
structural basis for the consequences of the known
CFTR mutations. The most common mutation,

found in 90% of all cystic fibrosis patients, leads to
incorrect protein folding and transit. Other muta-
tions may inhibit ATP binding or hydrolysis, thereby
turning off the engine, or disrupt the interaction
with the membrane-spanning domains, thereby
putting the engine in neutral. This kind of informa-
tion may eventually lead to a treatment for cystic
fibrosis. 
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Figure 9
Ribbon representation of the structure of the HisP
nucleotide-binding domain exhibits two arms in an L-shaped
configuration. ATP (shown in ball-and-stick representation)
resides in a binding pocket toward the bottom of Arm I. Two
HisP units together form a dimer.
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ATOMIC AND MOLECULAR
SCIENCE

A Momentum Microscope Views 
Many-Body Dynamics

How has nature created all the wonderful complexity
surrounding us from such simple ingredients as posi-
tively charged nuclei and negatively charged electrons?
What coordinates all the subtle motions and changes
that animate our world on a microscopic level? The gen-
eral answer to these questions comes from the fact that
electrons do not move individually and independently
of each other but mostly in a highly correlated fashion;
that is, the motion of one electron affects the motions of
the others through the Coulomb force that causes like
charges to repel and opposite charges to attract. An
international team working at the ALS has constructed
a unique apparatus to study this correlated motion and
applied it to the emission of two electrons from a deu-
terium molecule after absorption of an x ray. This is the
first time that the correlated electron emission from a
molecule has been mapped in complete detail.

Dynamical electron correlation—the fact that
changes in electron motion, or more precisely their
quantum-mechanical wavefunctions, occur in a
highly correlated fashion—is determined by the
complex, many-particle, momentum exchange via
the Coulomb force between the charged particles
(electrons and ions) in an atom or molecule. This
momentum exchange is constrained by quantum-
mechanical symmetry conditions imposed on all
composite systems by their total angular momentum
and parity.

A long-term project at the ALS is yielding new
insight into this fundamental problem of electron
correlation by investigating in as much detail as pos-
sible simple few-body processes that can serve as 
paradigms for more complicated cases. To do this, an
endstation equipped with a novel momentum-space
microscope (termed COLTRIMS) is used. It has
been developed by a collaboration among

Universität-Frankfurt, Kansas State University, and
Berkeley Lab. This device provides multidimensional
images of the correlated momenta of all charged par-
ticles after photofragmentation of an atom or small
molecule. Subatomic resolution and high detection
efficiency are achieved for each electron and ion, no
matter in which direction they may be moving.

Using this unique tool, we have investigated the
ejection of two electrons from helium and neon.
More recently, we have applied this technique to
study the complete fragmentation of a hydrogen
(deuterium) molecule by absorption of a single pho-
ton. The final state for this process consists of two
protons and two electrons. The momentum vectors
of each of the four particles have been measured in
coincidence. The fact that a single photon can couple
to two electrons at all is a remarkable consequence of
electron correlation. In a world of isolated, uncorre-
lated electrons, the probability for coupling one pho-
ton to two electrons would be zero.

After absorption of the photon, the two electrons
are emitted very quickly. On a much longer time
scale, the two heavy nuclei then fly apart back-to-
back along the molecular axis because of the repul-
sive Coulomb force between them. Thus, detecting
the two nuclei yields the orientation of the molecular
axis at the instant of ionization. With this trick one
can map the correlated emission pattern of the two
electrons from a “fixed-in-space” molecule. 

In a first deuterium experiment at the old
Beamline 9.0.1 (which later moved to become
Beamline 10.0.1), we measured the energy and angu-
lar distribution of one of the two electrons with
respect to the two heavy nuclei. Then, in two succes-
sive experiments at Beamline 7.0.1, both nuclei and
both electrons were finally measured (Figures 1 and
2). This is the first time that the correlated electron
emission from a molecule has been mapped in com-
plete detail. Astonishingly, the gross features of the
two electron wave functions do not depend strongly
on the molecular orientation and are somewhat 
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similar to the emission pattern from a helium atom.
The two new molecular effects to be seen are inter-
ference due to the two indistinguishable centers of
the molecule and the consequences of a transfer of
angular momentum from the electronic to the
nuclear wave function.

The plot represented in Figure 2 is only one of
many ways to visualize the results of these measure-
ments using the COLTRIMS momentum micro-
scope. The power of the technique allows investi-
gators to view the correlations among the particle
momenta without enforcing a priori restrictions on
any of them.

Investigators
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V. Mergel, A. Bräuning-Demian, M. Achler, and 
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(California State University at Fullerton); A. Landers
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University); and N. Berrah (Western Michigan
University).
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Figure1 
Momentum distribution of the D+ fragments from photo-
double-ionization of deuterium by 58.8-eV linearly polarized
light.The electric field vector is horizontal, and the light prop-
agates in the vertical direction.The gap in the “ring” is caused
by inability to separate two ions arriving at the detector at
nearly the same time.
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Figure 2 
Correlated two-electron momentum distribution after dou-
ble ionization of deuterium by photons 25 eV above the dou-
ble-ionization threshold. In this figure, the momentum vector
of one electron points along the horizontal axis to the right
(arrow), so the momentum distribution shown is that of the
second electron. Electron repulsion is responsible for the
dominant emission of the two electrons into opposite half
spheres.The node for back-to-back emission is a result of the
odd-parity symmetry of the final-state electron wave func-
tion.The data are integrated over all orientations of the mole-
cule and all directions of the polarization axis.
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Symmetry Resolution Yields Evidence
for Shape Resonance

Many people are familiar with acetylene as a welding
fuel, but it also plays an important role in industrial
chemistry. Acetylene molecules that are fixed (adsorbed)
onto a specially prepared surface serve as the foundation
for the synthesis of certain types of plastics, such as
polypropylene. To achieve the desired end result, the ini-
tial conditions of the acetylene molecules on the surface
must be well understood. It would therefore be extremely
useful to have a simple way to determine the properties
of these molecular building blocks. Shape resonances are
spectroscopic features that have shown promise for prob-
ing the geometry of molecules that are not in the gas
phase. Now, the first convincing evidence for the exis-
tence of a shape resonance in acetylene has been
obtained at the ALS through high-resolution photoelec-
tron spectroscopy, where small differences in the energy
of molecular orbitals can be resolved.

Shape resonances in photoelectron spectroscopy
were first proposed to exist 15 years ago. Shape reso-
nances occur when photoelectrons are temporarily
trapped by a potential-energy barrier in the mol-
ecule. Because the shape of the potential depends
upon the configuration of the molecule, it was ini-
tially thought that shape resonances might be a
simple way to obtain information about molecular
geometry. In particular, it was thought that the 

energy at which a shape resonance occurred could be
correlated with the length of molecular bonds.

An attempt was made 15 years ago to quantify the
relationship between shape-resonance energy and
bond length for a number of molecules, including
acetylene. However, shape resonances were mani-
fested as broad, somewhat ambiguous peaks in the
photoelectron cross section, and the criteria for iden-
tifying shape resonances in general were unclear.
Subsequent studies found only weak evidence for a
shape resonance in acetylene. But now symmetry-
resolved photoelectron spectroscopy measurements
have finally provided the first convincing evidence
for the existence of a shape resonance in acetylene.

The high brightness of undulator radiation and
the high resolution afforded by Beamline 10.0.1 (old
Beamline 9.0.1 was moved to sector 10 in mid-1998;
data were obtained before and after the move) made
it possible to see features of the photoelectron spec-
trum that were not readily apparent in previous
work. As a result, it was possible to resolve the car-
bon 1s peak of acetylene into contributions from
electrons of g (symmetric) and u (antisymmetric)
character (Figure 3).
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Figure 3
Symmetry-resolved photoelectron measurements show rel-
ative intensities of 1σu and 1σg ionization.The circles are
experimental data, and the solid line is a fit to theory with the
assumption that carbon–carbon stretching is the only vibra-
tional mode contributing.The vertical bars indicate the posi-
tion and intensity for ionization with vibrational quantum
number ν = 0 (left pair of bars) and ν =1 (right pair of bars).
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According to dipole selection rules, transitions to
the shape resonance can result only from ionization
involving electrons of g character. Analysis of the
symmetry-resolved data showed that the cross sec-
tion for ionization of g-character electrons goes
through a maximum at an incident photon energy of
about 317 eV, coinciding with the location of the
shape resonance indicated by previous investigations
and slightly higher than that predicted by theory
(Figure 4, top). These results also provide a test of
calculations of the photoionization cross section near
the photoionization threshold for both u and g ion-
ization. It was found that the theory successfully
reproduces the trend of the data, indicating that
most of the basic physics has been included (Figure
4, bottom). 

Although prospects for the original “molecular
bond ruler” concept appear to be dim because of the
difficulty involved in identifying shape resonances
and because of the complexity of the correlation (if
any), this result clearly demonstrates how the
improvements in spectral resolution made possible
by high-brightness synchrotron radiation can help
resolve outstanding questions in the scientific litera-
ture and lead to better understanding of the inner
workings of molecules.
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Figure 4 
(top) 1σu/1σg as a function of photon energy goes through a
minimum (i.e., 1σg is at a maximum) at about 317 eV, coincid-
ing with the location of the shape resonance indicated by pre-
vious investigations and slightly higher than that predicted by
theory. (bottom) Comparison of experimental (triangles) and
calculated (solid lines) 1σg and 1σu cross sections shows that
the theory successfully reproduces the trend of the data, indi-
cating that most of the basic physics has been included.The
circles represent the total single-electron cross section for
ionization of HCCH.
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Bond-Length-Dependent 
Core-Hole Localization

One of the most powerful concepts in molecular physics
is that of symmetry. For example, mirror symmetry
means an object seen in a mirror cannot be distin-
guished from the actual object. A plain ball exhibits
mirror symmetry, for example, whereas a person raising
one hand does not because in the image it is the opposite
hand that is raised. In molecules, the symmetry of inter-
est is that of the orbitals that describe the electrons.
Electronic transitions from one orbital in a molecule to
another determine many properties of the molecule, but
the symmetry of the orbitals restricts what transitions
are allowed. In some cases, influences such as molecular
vibrations can break (lower) the symmetry, thereby
allowing otherwise “forbidden” molecular processes to
occur. A Swedish team working at the ALS has shown
that the distance between atoms in a molecule (the
bond length) plays a key role in this kind of symmetry
breaking in normally symmetric molecules.

Polyatomic symmetric molecules may have their
symmetry broken when they are core excited.
Symmetry breaking occurs because asymmetric
vibrations can couple near-degenerate, core-excited
states of different symmetry. In resonant soft x-ray
emission spectroscopy (SXES), also known as reso-
nant inelastic x-ray scattering (RIXS), this coupling
and the accompanying core-hole localization lead to
the appearance of “forbidden” transitions. In our
experiments at the ALS, resonant SXE spectra from
acetylene, ethylene, and ethane molecules show that
the amount of symmetry breaking, and thus dy-
namic vibronic coupling, in a core-excited molecule
is bond-length dependent.

Resonant SXES is based on a two-photon scatter-
ing process: an incoming x-ray photon excites a core
electron, which results in a transition to an interme-
diate core-excited state. The intermediate state then
decays by emission of an x-ray photon to a final
valence-excited state or to the electronic ground
state. The resonant SXE spectra were recorded at
Beamline 7.0.1 with a grating spectrometer. Owing
to the low fluorescence yield in this energy range and
the low density of gas-phase targets as compared to

that of solid samples, the high brightness of the ALS
and the good focus of Beamline 7.0.1 were necessary
for carrying out these experiments.

Figures 5, 6, and 7 show absorption spectra and
resonant and nonresonant SXE spectra for acetylene,
ethylene, and ethane, respectively. For acetylene
(Figure 5a) the excitation was to the unoccupied 1πg
orbital. If the parity selection rule were strictly valid,
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Figure 5
Absorption, resonant SXE, and nonresonant SXE spectra of
C2H2. (top) Absorption spectrum from B.Kempgens et al.,
Chem. Phys. Lett. 277, 436 (1997). Spectra (a–e) are emission
spectra recorded at the excitation energies marked by
arrows in the top panel.The transitions are labelled by the
valence orbital from which the de-excitation takes place.
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only de-excitations from gerade (g) valence orbitals
would be seen. In the emission spectrum, however,
both the allowed transition from the 3σg and the for-
bidden transition from the 1πu orbitals are seen.
However, the relative intensity of the forbidden tran-
sition is greatly reduced as compared to that in the
nonresonant spectrum in Figure 5e, showing that the
selection rule is still partially valid. The same is true
for the spectra in Figures 5b–d. 

For ethane, on the other hand, Figure 7 shows
that the relative intensities of gerade and ungerade
(u) transitions in all spectra are practically the same
as in the nonresonant case, so the selection rule is
broken. Figure 7a is an exception, since the forbid-
den transitions are reduced. In this case, the excita-
tion energy was detuned below the first absorption
resonance.  As we have shown previously, detuning
leads to a quenching of the symmetry breaking. The
spectra of ethylene in Figure 6 are more complicated
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than those of acetylene and ethane, representing an
intermediate case between large symmetry conserva-
tion and large symmetry breaking.

In summary, the large suppression of the forbid-
den peaks in the resonant acetylene spectra, as com-
pared to those in the nonresonant spectrum,
indicates that symmetry is preserved to a large
degree, whereas the ethane spectra show almost com-
plete symmetry breaking. The different behavior is
due to the different bond lengths. A shorter bond
length means a larger energy splitting between the
gerade and ungerade core orbitals, which in turn
gives a smaller vibronic coupling and less symmetry
breaking. The energy splittings for acetylene (shorter
bond length) and ethane (longer bond length) differ
by an order of magnitude, which is why the effect
can be seen so clearly.

This is one example of how the symmetry selec-
tivity of resonant SXES can be used to study the

behavior of molecules during the x-ray scattering
process. It can be used in a similar way to study the
electronic structure and the dynamics of the scatter-
ing process in other situations.
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CHEMICAL DYNAMICS

Electronic Branching and Correlated
Distributions in Molecular
Photodissociation

One of the major research areas in the study of chemical
reactions is the fragmentation of a molecule after the
absorption of light. Known as photodissociation, this
important type of reaction occurs widely and is, for
example, a crucial step in many photochemical processes
in the earth’s atmosphere, including the destruction of
ozone and the formation of urban smog. In the labora-
tory, experimenters typically use a laser to initiate the
photodissociation and then measure the directions,
velocities, and masses of the molecular fragments.
Additional detail comes from identification of the
orbitals occupied by the electrons in the fragments. At
the ALS, chemists are using vacuum-ultraviolet (VUV)
radiation as a new tool to ionize those fragments that
have electrons in selected orbitals. The fragments can
then be separated according to their mass with a mass
spectrometer, thereby providing the most detailed look
yet at the photodissociation process.

The study of multistate photodissociation is an
important ongoing area of study in chemical dynam-
ics. Two major types of experiments are in common
use: those with state selectivity and those with uni-
versal detection. Numerous techniques allow the
selective detection of specific electronic states of
photofragments. These techniques permit the mea-
surement of correlated-state distributions that can
provide detailed information about the excited-state
potential energy surfaces on which a dissociation
process evolves. However, many of these methods
sacrifice velocity resolution for state selectivity and
are typically limited to probing only a subset of the
final products. Foregoing state selectivity, traditional
photofragment translational spectroscopy (PTS)
experiments, based on electron-impact product ion-
ization, provide high velocity resolution and permit
the study of all possible reaction products. This 

“universal detection” capability of electron-impact
PTS is critical to investigations of complex reaction
mechanisms and large polyatomic systems. The use
of synchrotron radiation makes it possible to do both
types of experiments. Ionization with tunable VUV
radiation allows the experimentalist to choose
between either state-selective detection, based on
individual electronic states or internal energy, or uni-
versal detection. 

The photodissociation of CS2 provides the first
demonstration of state-selective detection using
VUV ionization at Beamline 9.0.2. Upon laser exci-
tation at 193 nm, CS2 dissociates via two different
channels, resulting in CS and either S(3P) or S(1D)
products. As CS2 is a benchmark molecule, its pho-
todissociation has been studied previously by many
groups, and the S(3P)/S(1D) branching ratio and the
correlated-state distributions have been the subject of
debate and conflicting reports. In PTS with synchro-
tron photoionization, we have discriminated against
the S(3P) products, allowing the state-selective detec-
tion of the S(1D) products. Figure 1 shows two time-
of-flight (TOF) spectra for m/z 32 (S+) as a function
of the photoionization energy. With 13.0-eV pho-
tons, both electronic states of sulfur are ionized. The
resulting translational energy distribution, shown in
the upper panel of Figure 2, is similar to previously
determined distributions from electron-impact stud-
ies. At 10.1 eV, only the S(1D) electronic state can be
ionized, allowing the direct determination of the
vibrationally resolved translational energy distribu-
tion of the CS + S(1D) channel. The lower panel of
Figure 2 shows the measured translational energy
distribution for this channel. The spatial anisotropy
of the angular distribution for each product channel
was also determined. The measured anisotropies sug-
gest that the two channels have similar origins and
that the electronic branching may be decided at a
point further along the dissociation coordinate. By
simulating the vibrational distribution, we find that
the partitioning of the vibrational energy peaks at 
ν = 3 in coincidence with S(1D) fragments.
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The ability to directly measure single electronic
states by using PTS can provide a detailed view of
complicated multistate photodissociation processes
and should allow the photochemistry of atmospheri-
cally relevant molecules to be studied in significant
detail.

Investigators
W.S. McGivern and S.W. North (Texas A&M

University); and O. Sorkhabi, A. Rizvi, and A.G.
Suits (Berkeley Lab).
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tional spectroscopy with state-selective ‘Universal
Detection’: The ultraviolet photodissociation of
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Rotationally Resolved Studies of Highly
Vibrationally Excited O2

+(X2Π1/2,3/2g),
NO+(X1Σ+), and CO+(X2Σ+)

The chemistry of our planet’s ionosphere, which begins
about 50 miles above the Earth’s surface, is dominated
by reactions and other processes involving electrically
charged molecules (ions) produced from neutral mol-
ecules by absorption of vacuum-ultraviolet light from
the sun, a process called photoionization. The iono-
sphere not only plays an important role by reducing the
flux of ultraviolet light reaching us on the ground, but is
an active place chemically. Atmospheric auroras in the
polar regions are highly visible results of chemical
processes in the ionosphere. To examine what goes on in
the ionosphere in detail, chemists need to measure the
production of molecular ions with different energies, in
the form of vibrations and rotations, resulting from
photoionization of atmospheric gases. At the ALS,
experimenters have developed a new spectroscopic tech-
nique and applied it to atmospheric gases, such as oxy-
gen, nitrous oxide, and carbon monoxide, achieving
unparalleled spectral resolution in the process.

Photoelectron spectroscopy is a major technique
for research in the physical sciences. The development
of the laser-based pulsed-field-ionization–photoelec-
tron (PFI-PE) technique has revolutionized the field
of photoelectron spectroscopy, demonstrating a reso-
lution close to that of the laser itself. Nevertheless, the
full potential of this technique has not been realized
because of the limited photon-energy range accessible
by lasers. To achieve a real impact with this technique
in chemistry requires a high-resolution, broadly tun-
able vacuum-ultraviolet (VUV) source.

In the past few years, we have established an experi-
mental station at the chemical dynamics beamline
(Beamline 9.0.2.2) that provides such a high-resolu-
tion VUV source. This unique facility consists of a
6.65-m Eagle-mounted monochromator and a spe-
cially designed photoelectron–photoion apparatus.
The monochromator has demonstrated a resolving
power of 100,000 in the range from 6 to 30 eV and is
currently the highest resolution scanning VUV mono-
chromator in the world. This resolving power is close
to that achieved with VUV laser systems. However,

the (pulsed) laser-based PFI-PE technique has tradi-
tionally required a delay of about 1 to 3 µs to allow
time for the dispersion of prompt background elec-
trons. Thus, this approach is not directly applicable to
PFI-PE measurements using synchrotron radiation,
where the pulses are more closely spaced. We have
developed novel synchrotron-based PFI-PE schemes
overcoming the delay requirement and have attained
resolutions of 1 to 5 cm–1 (FWHM), which are similar
to that attained in laser-based PFI-PE studies. 

With these newly developed synchrotron-based
PFI-PE schemes, we have measured the photoelectron
spectra for O2, NO, and CO. These are important
atmospheric gases; the photoionization of these mol-
ecules by solar VUV is a main source of atmospheric
ions in the planetary ionosphere. A major decay path-
way of these ions involves dissociative recombination
with electrons. The emission of excited neutral atoms
resulting from the latter process is known to be
responsible for atmospheric auroras. For this reason,
information about the production of O2

+, NO+, and
CO+ in specific rotational–vibrational (rovibronic)
states by VUV photoionization of O2, NO, and CO is
relevant to detailed modeling of the chemistry in the
ionosphere. The high sensitivity and high resolution
of the photoelectron–photoion apparatus have made
possible the measurement of rotationally resolved
vibrational photoelectron bands for O2

+(X2Π1/2,3/2g,
ν+=0–38), NO+(X1Σ+, ν+=0–32), and CO+(X2Σ+,
ν+=0–42). As examples, we show in Figures 3 and 4
the rotationally resolved PFI-PE bands for
O2

+(X2Π1/2,3/2g, ν
+=0–38) and NO+(X1Σ+, ν+=0–32),

respectively. These spectra reveal that significant
intensities of O2

+(X2Π1/2,3/2g) and NO+(X1Σ+) ions
are produced in highly excited ν+ states beyond the
low ν+ (≤6) states expected from the Franck–Condon
photoionization of O2 and NO. Thus, the involve-
ment of these highly vibrationally excited ions in the
ion chemistry of the ionosphere should be taken into
account in the modeling of ionospheric processes.

We note that the high-resolution capability is
important in resolving overlapping photoelectron
bands at high vibrational levels. As an example, we
show in Figure 5 the mixed PFI-PE band for
CO+(X2Σ+, ν+=31) and CO+(A2Π1/2,3/2, ν

+=28). 
The rotational structures resolved have allowed the
unambiguous identification of individual bands by
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simulation. Panels (a) and (b) compare the experimen-
tal PFI-PE spectra (solid circles) with simulated spec-
tra for CO+(X2Σ+, ν+=31) and for CO+(A2Π1/2,3/2,
ν+=28), respectively. Panel (c) compares the experi-
mental PFI-PE spectrum with the sum of the decon-
voluted spectra for CO+(X2Σ+, ν+=31) and
CO+(A2Π1/2,3/2, ν

+=28).

Investigators
Y. Song, M. Evans, and C.Y. Ng (Ames

Laboratory and Iowa State University); and C.-W.
Hsu and G. Jarvis (Berkeley Lab).

Funding
U.S. Department of Energy, Office of Basic

Energy Sciences.

Publications
1. Y. Song et al, “Pulsed field ionization photoelectron

spectroscopy: Rotationally resolved photoelectron
bands for O2

+(X2Π3/2,1/2, ν
+=0–38),” J. Chem. Phys.

111, 1905 (1999).
2. G.K. Jarvis et al., “Rotational-resolved pulsed field

ionization photoelectron study of NO+(X1Σ+, 
ν+ = 0–32) in the energy range of 9.24–16.80 eV,”
J. Chem. Phys. 111, 3058 (1999).

3. M. Evans and C.Y. Ng, “Rotationally resolved
pulsed field ionization photoelectron bands for
CO+(X, ν+=0–42),” J. Chem. Phys. 111, 8879
(1999).

Photon Energy, hn (eV)

I(
e
)/

I(
h
n
)
(a
rb
it
ra
ry

u
n
it
s
)

12 13 14 15 16 17 18

0 1 2 5 6 7 8 9 10 11 12 15 17 20 24 28 32 3613

14 16 18 22 26 30 34 38

O
2

+
(X

2
P
1/2, 3/2

,n
+
= 0~38)

to 27 to 93
10

5

0

Figure 3 
PFI-PE bands for O2

+(X2Π3/2,1/2g,ν
+=0–38) in the energy

range of 11.8–18.2 eV.The positions of these bands are
marked.Note that the full scale for the PFI-PE intensity
[I(e)/I(hν)] is 10, but the maximum intensities of the ν+=3 
and 4 are 27 and 93, respectively.

9 10 11 12 13 14 15 16
0

1000

2000

3000

4000

5000

0 1 2 3 4 5 6 7 8 9 10111213 14 16 18 20 22 24 26 30

NO
+
(X

1
S
+
n
+
= 0-32)

28 32

n
+ =

Photon Energy, hn (eV)

I(
e
)/

I(
h
n
)
(a
rb
it
ra
ry

u
n
it
s
)

Figure 4 
PFI-PE spectrum of NO in the range of 9.2–16.8 eV, showing
the relative band intensities for the NO+(X1Σ+,ν+=0–32)
states.The positions for the ν+ states are marked.

Figure 5
The mixed PFI-PE band for CO+(X2Σ+,ν+=31) and
CO+(A2Π1/2,3/2,ν

+=28). Panels (a) and (b) compare the
experimental PFI-PE spectra (solid circles) and simulated
spectra for CO+(X2Σ+,ν+=31) and for CO+(A2Π1/2,3/2,ν

+=28,
respectively. Panel (c) compares the experimental PFI-PE
spectrum with the sum of the deconvoluted spectra for
CO+(X2Σ+,ν+=31) and CO+(A2Π1/2,3/2,ν

+=28).
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Fragmentation Reactions of Rydberg
Molecules: Evidence of Inverse
Born–Oppenheimer Processes

Molecular fragmentation is a chemical reaction that is
important both for industry and for the science of the
upper atmosphere and the vast space between the stars.
In brief, absorption of short-wavelength ultraviolet
(vacuum ultraviolet) light by the molecule increases its
internal energy and also causes it to split into fragments.
The chemical path of the molecule in this reaction
depends on the details of the distribution of energy
between the electron orbitals and molecular vibrations
and rotations. A new way to study the energy distribu-
tion in molecules excited with vacuum ultraviolet light
is to ionize the excited molecule and measure the inten-
sity of electrons with just enough energy to be emitted as
the ultraviolet wavelength changes. At the ALS,
researchers have taken this method a step further and
applied it to molecular fragmentation by measuring the
intensity and the energy of the ion fragment formed in
coincidence with the emitted electron. 

The chemical reactivity of ions is important for
understanding industrial discharge processes, reac-
tions in the ionosphere, and the chemistry of inter-
stellar space. The thermochemistry of molecular ions
has generally been known with an accuracy of about
10 meV, but for a better understanding of the above-
mentioned processes, at least one order of magnitude
better accuracy is required. Significant progress in
molecular spectroscopy over the last decade has been
brought about by the development of the spec-
troscopy of electrons with zero kinetic energy (ZEKE
spectroscopy), a technique that allows one to deter-
mine ionization potentials with resolution better
than 0.1 meV or better, but the application of ZEKE
spectroscopy has generally been limited to stable
ground states of ions.

We have recently achieved a breakthrough in chem-
ical dynamics by extending the ZEKE technique to the
fragmentation thresholds of several molecules. With
the goal of increasing the resolution of molecular ion
spectroscopy, we have developed the pulsed-field-

ionization photoelectron–photoion coincidence tech-
nique (PFI-PEPICO). By combining PFI-PEPICO
with the high spectral resolution of the 6.65-m Eagle-
mounted monochromator in the chemical dynamics
beamline (Beamline 9.0.2.2), we are able to study
ionic reactions with sub-meV resolution. 

In our experiments, neutral molecules are excited
into high-lying Rydberg states by monochromatic
synchrotron radiation. All prompt ionization events
are discarded. After a certain delay time, the remain-
ing neutral Rydberg molecules are pulsed-field ion-
ized. Selecting only PFI electrons means that the
internal state of the corresponding ions is precisely
known and that the fragmentation reactions of the
ions can be investigated in a mass spectrometer. 

One of the first reactions studied with this tech-
nique was the predissociation of oxygen via the b4Σg

–

state. Figure 6b shows the rotationally resolved PFI
photoelectron (PFI-PE) spectrum of the b4Σg

– (ν+=4,
N+) state with peaks assigned to the O, Q, and S
branches. Figure 6a shows the branching ratio of 
parent (O2

+) and fragment (O+) ion intensities, as
determined in the PFI-PEPICO experiment. The
simulated spectra (shown as lines) clearly prove that
all oxygen ions with rotational angular momentum
N+ ≥ 9 predissociate. 

As an example of PFI-PEPICO applied to a poly-
atomic molecule, the formation of methyl cations
(CH3

+) from methane was investigated. Typical PFI-
PEPICO ion time-of-flight (TOF) spectra of
methane are shown in Figure 7. Evidently the warm
(red) and the cold (green) parts of the sample have
different dissociation characteristics. The variation of
the ratio of green to red areas for the excitation ener-
gies shown, together with extensive analysis by simu-
lation, gives unambiguous evidence that the
formation of CH3

+ from methane takes place by
means of an inverse Born–Oppenheimer process,
i.e., the Rydberg electron is only a spectator for the
fragmentation of the molecular core (see equation).
The same mechanism applies for O2 and C2H2.

CH 4 + hν g CH4
* fragmentation

g

CH3
* + H ∆t, field ionization

g CH3
+ + e– + H
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The PFI-PEPICO experiment leads to thermo-
chemical data with a precision of 1 meV or better.
For example, the appearance energy of CH3

+ from
methane was determined to be 14.323 ± 0.001 eV.
The data also yield important information on the
dynamics of Rydberg-excited molecules that is diffi-
cult to obtain by any other technique.

Investigators
K.-M. Weitzel, M. Malow (Freie Universität

Berlin, Germany); G. Jarvis (Berkeley Lab); T. Baer
(University of North Carolina, Chapel Hill); and 
Y. Song and C.Y. Ng (Iowa State University).
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Figure 7 
PFI-PEPICO TOF spectra of CH4 at hν=13.9225, 14.3044,
14.3162, 14.3201, and 14.3240 eV. The TOF peaks centered at
14.10 and 14.35 µs are due to CH3

+ and CH4
+, respectively.

The cold and the warm parts of the sample are marked in
green and red, respectively.
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Efficiency and Reliability 

The research community at the ALS has become
accustomed to high operational efficiency and relia-
bility, and it was not disappointed during this pe-
riod. As shown in Figure 1, the ALS delivered beam
to the users more than 95% of the time scheduled
for user operations in FY99, maintaining the effi-
ciency of the last several years. 

As commissioning of the third-harmonic cavities
began, operations were briefly disrupted by a series
of beam drop-outs that were caused by interactions
between the newly installed third-harmonic cavities

OPERATIONS

Ben Feinberg
Division Deputy for Operations

A successful scientific program at a synchrotron light
source depends directly on the reliability of opera-
tions the facility provides. High-quality beams deliv-
ered according to a published schedule, along with
an efficient, effective safety program are required for
researchers to make optimum use of their limited
beamtime. In 1999, the ALS maintained its exem-
plary operations record while improving beam quality
and increasing both the number of user hours and
the number of beamlines. In addition, members of
the Operations Group designed, constructed, and
installed a set of third-harmonic cavities to increase
the lifetime of the beam without sacrificing bright-
ness (see “Accelerator Physics,” p. 68). 
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ALS operational efficiency (percentage of scheduled user beam time actually delivered).
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and the feedback systems. While these drop-outs had
a negligible effect on overall beam reliability (Figure
1), they did interrupt data taking during this period
by shortening the average duration of the stored beam.
The cause of these drop-outs has been corrected, and
the cavities are now providing a 50% increase in beam
lifetime, enabling a six-hour period between fills. 

During this period, the beam orbit stability was
greatly improved by the introduction of slow orbit
feedback in both the horizontal and vertical planes.
Figure 2 shows an example of the improved stability
in the horizontal plane. The fill-to-fill reproducibil-
ity has been greatly increased with the beam stable to
10 µm in the horizontal plane and 5 µm in the verti-
cal plane. 

Growth in User and Instrument Hours

We were able to increase the number of scheduled
operating hours significantly from 5,145 in FY98 to
5,903 hours in FY99. We continued to use the oper-
ating schedule established in 1997 that increased
available user hours by reducing maintenance peri-
ods and limiting installation shutdowns to a single
three-week period. In addition, we finished the year
with a total of 21 beamlines operating simulta-
neously, up from 18 at the end of the previous fiscal
year. The increases in the number of user hours and
operating beamlines resulted in the delivery of
112,325 instrument hours (user hours multiplied by

the number of simultaneous beamlines that can
accept beam), an increase of 47% over FY98. 

Many events have contributed to the increasing
number of delivered user hours and instrument
hours shown in Figure 3. The completion of the ini-
tial complement of ALS beamlines was responsible
for the large increase in instrument hours in FY95,
while expanded operations due to funding of the
Scientific Facilities Initiative (SFI) in FY 96
increased both user and instrument hours. The SFI
also enabled us to build new beamlines, and the
installation of these beamlines resulted in the
increase in instrument hours in FY98. In FY99 we
continued this large growth by increasing both the
number of user hours and the number of beamlines. 
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Facility Growth 

One shutdown was scheduled during 1999 for
the installation of new equipment. In June, five
third-harmonic cavities were installed in the storage
ring (Figure 4). The installation of the cavities was in
response to user requests to lengthen the beam life-
time so that the time between fills could be increased
from the standard four hours. The cavities are
designed to extend beam lifetime by lengthening the
orbiting electron bunches and reducing charge 

density. The cavities are now in the process of being
commissioned. 

In addition to the installation of the third-
harmonic cavities, a number of beamlines began
operations this year. These newly commissioned
beamlines include the elliptically polarizing undula-
tor (EPU) Beamline 4.0.1-2, installed last year, and
two beamlines (12.0.1.2 and 11.3.2) designed and
operated by the Center for X-Ray Optics (CXRO)
for the industry/national laboratory consortium
that is developing extreme ultraviolet (EUV) 
lithography. 

Figure 4
The third-harmonic cavities ready for installation into the ring, pictured with the project team.
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ACCELERATOR PHYSICS

David Robin
Accelerator Physics Group Leader

As the ALS user community grows and becomes
more diverse, the demands on the accelerator also
grow. For instance, there are simultaneous demands
for longer lifetimes, better beam stability, variable-
polarization sources, more high-brightness, high-
energy x-ray sources, high-brightness femtosecond
x-ray pulses, etc. The challenge for the accelerator
physics group is to meet and anticipate the demands
of the community without compromising accelera-
tor operation. 

One of the main responsibilities of the accelerator
physics group is to help ensure that the ALS contin-
ues to provide high-brightness synchrotron radiation
to users in a stable and reliable manner. To this end,
a large fraction of the weekly accelerator physics
group meetings are devoted to examining archive
data taken during the week prior to each meeting.
Among the quantities examined are run times, life-
times, beam sizes, and orbit motion. This allows us
to assess the quality of the beam delivered to users
and to identify and address problems early. In addi-
tion, we measure the distortion in the betatron func-
tions on a weekly basis and adjust magnets to correct
the distortion before it becomes large enough to
affect operation. 

This past year, we made significant advances in
our understanding of the machine. Previously, the
energy of the beam was inferred through magnet
measurements. This is an indirect measurement and
somewhat imprecise. This year, the electron-beam
energy was measured much more precisely by reso-
nant depolarization of the beam. The beam energy
was measured to better than 1 part in 10,000. By
using this method, the fill-to-fill reproducibility was
measured and the energy found to be very stable. 

In addition, a significant gain in our understand-
ing of the single-particle dynamics in the ALS was
revealed through the technique of frequency map
analysis. Using a single-turn kicker (pinger) magnet

and a turn-by-turn beam-position monitor, one
could, for the first time, experimentally observe a
web of excited betatron resonances. This tool pro-
vides a global vision of the dynamics and allows us to
understand and tune the machine to improve its per-
formance (both injection and lifetime). 

We are continually trying to improve the perfor-
mance of the accelerator. Over the years, there has
been a constant demand for longer lifetimes in the
ALS. To satisfy this demand without sacrificing the
beam’s brightness, a third-harmonic radiofrequency
(rf ) system was installed in the ring in June. Since
then, much of the accelerator physics shift time has
been devoted to commissioning the third-harmonic
cavities and related systems. In some ways, the third-
harmonic system has made operation of the ALS
more complicated. Nevertheless, as of January 2000,
the third-harmonic system has produced nearly a
50% increase in lifetime and allowed the multi-
bunch run length to increase from four to six hours.
We hope that further understanding and improve-
ments will allow for even longer lifetimes and run
lengths. 

In addition to beam lifetime, advances were made
in stabilizing the beam orbit with the introduction
of a slow (0.1-Hz) vertical global orbit feedback sys-
tem. This system works together with a previously
existing horizontal orbit feedback system to prevent
orbit drift of more than 5 µm during a run. 

In 1999, work continued on the elliptically polar-
izing undulator (EPU), a device that can provide vari-
ably polarized light to users. Much of the effort was
devoted to increasing the speed at which the device
can shift between left and right circular polarization.
The time to shift polarization has been reduced from
25 seconds to 8 seconds. (In the near future, we hope
that the time can be reduced to 2 seconds, which is
the limit of the motors.) Also, a new mode of opera-
tion of the EPU was successfully tested, where the
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jaws of the device can move in such a manner as to
provide arbitrary-angle linear polarization. 

For the generation of high-brightness, high-energy
radiation, a plan is in place to install three 5-Tesla
superconducting dipoles (superbends) in the machine
in 2001. Early in 1999, experiments were performed
to test several key components of the cryosystem
design. By the end of 1999, the design of the magnet
and cryosystem was completed, and the contract for
the first magnet/cryostat assembly was placed.
Accelerator physics experiments have been ongoing to
help ensure a smooth commissioning period. 

Numerical tracking studies have shown that it is
possible to modify the magnetic lattice of the ALS to
include a narrow-gap insertion device in Straight 6 for
the generation of femtosecond x rays. Such a source
will be several orders of magnitude higher in flux than
the present dipole sources and is a promising next
step for the generation of femtosecond x rays. 

Better Understanding of the Accelerator

Precision ALS Beam Energy Measurement
Using Resonant Depolarization

The energy of the ALS electron beam can be cal-
culated fairly accurately from a model of the inte-
grated dipole fields around the storage ring. For
several applications, however, it is useful to know the
beam energy to much higher accuracy. Because the
precession frequency of the electron spin around the
vertical dipole fields depends only on the beam ener-
gy, it is possible to accurately find the beam energy
by measuring the spin frequency. This is done in sev-
eral other accelerators, particularly in high-energy
colliders such as the Large Electron Positron (LEP)
collider, by resonantly depolarizing a polarized
beam. This requires measurement of the beam polar-
ization and normally involves a fair amount of
equipment, setup, and time. 

Fortunately, for low- to medium-energy light
sources like the ALS, it is possible to indirectly mea-
sure changes in the polarization and, from them,
determine the beam energy. First, there is a process in
the emission of synchrotron radiation called the
Sokolov–Ternov effect that naturally polarizes any 

lepton beam in the absence of depolarizing resonances.
(For the ALS at a beam energy of 1.9 GeV, the polar-
ization time is about 35 minutes.) Second, the ALS
beam lifetime is dominated by large-angle intrabeam
(Touschek) scattering. The cross-section for this scat-
tering process is lower for electrons with parallel spins
than for those with antiparallel spins. Therefore, a
polarized beam will have fewer scattering events and a
longer lifetime than an unpolarized beam. Thus we
can use the beam lifetime, or equivalently a monitor
of lost beam electrons, as a measure of changes in the
polarization.

The resonant depolarization process is illustrated
in Figure 1. A small horizontal magnetic field
applied at step 4 shifts the polarization axis. If the
magnetic field is varied resonantly with the spin pre-
cession, the axis of polarization will eventually flip.
Because of the spread in spin frequencies within the
beam due to the energy spread, this process results in
a beam with no net polarization. We refer to this as a
depolarized beam.

Step 4

bb

Step 1

Step 2
Step 3

B0

Figure 1 
Depolarization of electrons in the storage ring.The magnetic
field of the dipole magnets in the ring (B0) is vertical.The indi-
vidual spin vector of each electron precesses around the mag-
netic field and is represented by a circular arrow. If all electrons
had the same spin (100% polarization) and were perfectly
aligned with B0, the precession cone would be infinitely narrow.
To depolarize the beam,we start with an electron spin that has
a small deviation from the vertical orientation in step 1. A small
horizontal magnetic field (b) is applied at step 2,widening the
precession cone (step 3). If the horizontal magnetic field is var-
ied such that it is in phase with the spin precession (step 4), the
precession cone for each electron will widen further and fur-
ther. Since the electrons all have slightly different spin preces-
sion frequencies, they will ultimately run out of phase, yielding a
beam with no net polarization.
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In the ALS, we depolarize the beam by applying a
time-varying horizontal magnetic field with a verti-
cal stripline kicker normally used for exciting vertical
betatron oscillations. We drive the kicker with a con-
tinuously swept excitation from a spectrum analyzer
tracking generator (via an amplifier). We measure
the beam lifetime from the rate of change of a
DCCT current monitor or we use a beam loss moni-
tor to measure relative changes in loss rate. The beam
loss monitor consists of a scintillating material con-
nected to a photomultiplier and is located outside
the vacuum chamber just downstream of a small-gap
insertion device. The counts are integrated over one
second. The small-gap chamber is the minimum ver-
tical aperture in the ring and the primary location
where electrons are lost. 

An example of the variation of lifetime with
polarization is shown in Figure 2. Over the course of
a 25-minute period, the beam was excited at the spin
frequency. The time of depolarization is evident in
both the lifetime and the count rate. As the lifetime
decreases slightly, the count rate increases. Because of
the higher sensitivity of the beam loss monitor and

the faster time response, we used it as the primary
monitor for changes in the lifetime. 

Shown in Figure 3 is the normalized count rate
from the beam loss monitors as the excitation is
swept through the spin resonance at upper and lower
sideband frequencies. In the limit of the Touschek-
dominated lifetime, the normalized loss rate should
be a constant, barring polarization effects. 

One of the useful applications of the energy mea-
surement is the precise determination of the lattice
momentum compaction factor, α, given by
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Figure 3 
Normalized count rates from the beam loss detector as the
excitation is swept through the spin frequency at an upper
sideband and a lower sideband.The corresponding beam
energy for each frequency is shown.The energy decreases
while sweeping through the lower sideband.
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where E is the beam energy and frf is the rf frequency.
The momentum compaction factor is notoriously
difficult to measure other than with a direct beam
energy measurement. Shown in Figure 4 is a mea-
surement of the relative change in beam energy
(from the nominal energy) for several relative
changes in rf frequency. The momentum com-
paction factor can be determined from the slope. 
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Figure 2 
Beam lifetimes derived from the current monitor and count
rates from the beam loss detector showing two partial spin
depolarizations over a 25-minute period.The high sensitivity
of the beam loss detector makes it better suited for detecting
changes in the beam lifetime.



Facility Report

Accelerator Physics

66

Another application of interest is to measure the
stability of the energy over time. Shown in Figure 5
is the relative beam energy variation measured every
half hour over an eight-hour period during user
operations. Because this process was automated,
some measurements were invalid because they were
made either during the injection process, during
energy ramping, or during insertion device move-
ment. During this particular measurement, two
injections and energy ramps occurred. 

This work was done with the help of Peter Kuske
from BESSY II in Berlin.

Application of Frequency Map Analysis
to the ALS

The performance (i.e., injection efficiency and
beam lifetime) of a particle accelerator is limited by
the stability of the particle motion. Therefore, to
improve the performance, it is essential to under-
stand the nonlinear particle dynamics. In order to
obtain a good understanding of the dynamics, it is
important to have a model that accurately describes
the accelerator. One can obtain an accurate linear
model of the accelerator by fitting measured orbit
response matrix data (see Mini-Beta Lattice for
Femtosecond X-Ray Source, below). One would like
to know how well such a model, in combination
with the nominal design sextupole settings, describes
the nonlinear dynamics. Therefore, it is essential to
have a method to measure dynamics in the accelera-
tor and compare the measurements with the model
predictions.

Frequency map analysis is a refined numerical
method based on Fourier techniques that provides a
clear representation of the global dynamics of a large
class of multidimensional systems, and it is very effec-
tive for systems with three or more degrees of freedom.
This method of analysis was developed by the French
astronomer Jacques Laskar, and it has been applied to
numerical simulations of physical systems (e.g., the
solar system, galaxies, and particle accelerators). For
several years, frequency map analysis has been applied
to the ALS by using numerically generated data (from
a model). In the last year, we have applied frequency
map analysis to experimental ALS data. 

Frequency maps generated from numerical data,
for both the ALS with no errors and the ALS with
calibrated linear errors, are shown in Figure 6.
Diffusion rates (as defined by the change in betatron
tune with time) are represented in color. The upper
part shows the data in frequency (tune) space, reveal-
ing resonances and the tune footprints of particles at
high amplitudes. The lower part shows the same data
in configuration space. (An increase in horizontal
displacement in the lower graph corresponds to a
decrease in vertical tune on the upper graph. An
increase in vertical displacement in the lower graph
corresponds to a decrease in horizontal tune in the
upper graph.) As seen in the figure, the dynamics of
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Figure 4 
Measurement of the relative change in beam energy (from the
nominal energy) for several relative changes in rf frequency.
The slope is the momentum compaction factor.
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Stability of the storage-ring beam energy over an eight-hour
period.Two beam injections and energy ramps occurred dur-
ing this time.
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the ideal accelerator and those of one with calibrated
errors are significantly different. Not only does the
dynamic aperture shrink with errors, but the regions
of particle diffusion get closer to the origin and
extend in size and further limit the dynamics. 

The question that remains is how accurately our
calibrated model describes the particle dynamics.
This question can be answered by comparing the
results of simulation (using the calibrated model)
and measurement. The measurements at the ALS
(Figure 7) clearly show the network of coupling reso-
nances (uneven spacing in the frequency map). In

addition, comparison of the simulated and measured
maps reveals that the machine is very sensitive to
small field errors, which are responsible for the
observed resonance excitation. Therefore, a model of
the machine with no field errors (“ideal machine”) is
a poor model of the machine (compare Figure 6).
On the other hand, a map generated by using a
model that includes calibrated linear lattice errors is
strikingly similar to the measured map (Figure 7).

This work was done in collaboration with Jacques
Laskar and his student Laurent Nadolski from the
Bureau des Longitudes in Paris.

Figure 6 
Frequency maps for the ideal lattice of the ALS (upper left) and for a lattice including measured gradient and coupling
errors (upper right), from orbit response matrices. Blue areas represent electron trajectories with no diffusion (no
change in betatron tune), and red areas represent particles with high rates of diffusion.The lower plots show the fre-
quency map in configuration space (showing the transverse displacement of each electron from the closed orbit at
the injection point).
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effectively increasing the bunch length. To introduce
this voltage, we designed and constructed a proto-
type 1.5-GHz radiofrequency cavity in collaboration
with Lawrence Livermore National Laboratory
(Figure 8). The final cavities are intended to be oper-
ated initially in passive mode, where the cavity volt-
age is generated only by the beam. The cavity design
includes an option to upgrade to an active mode,
where the cavities are driven by an external genera-
tor. 

In June 1999, we installed five harmonic rf cavi-
ties. In January 2000, we began running the har-
monic cavities in operation, increasing the beam
lifetime at 400 mA by about 50% and allowing user
run times to increase to four to six hours between
fills. During the commissioning process, we
observed a number of interesting effects limiting the
potential lifetime increase as well as affecting several
other storage-ring systems. These are discussed
below.
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Improvements in Machine
Performance: Commissioning of the
Third-Harmonic Cavities

The beam lifetime is one of the most important
parameters to ALS users. The ALS beam lifetime is
dominated by large-angle intrabeam (Touschek)
scattering, which occurs when electrons within the
bunch scatter and transfer enough momentum that
they are knocked outside the momentum acceptance
of the storage ring. For a given beam energy, we can
improve the lifetime by either increasing the
momentum acceptance of the ring or by reducing
the charge density of the electron bunch. 

One way to decrease the charge density without
compromising the transverse beam brightness is to
stretch the bunch longitudinally. This can be done
by adding a higher-harmonic voltage to the main rf
voltage such that the bunch is defocused at its center,
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Figure 7 
Comparison of a measured frequency map of the ALS (left) with a simulated one based on gradient and coup-
ling errors measured from orbit response matrices (right).
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Lifetime Improvements and Bunch
Lengthening

During user operation with 272 (out of 328)
bunches, we use two cavities in bunch-lengthening
mode and reach lifetimes of about six hours at 
400 mA with a 3% transverse emittance coupling.
We are limited by transient beam loading effects,
described below, which have strong influence on the
multibunch feedback systems. During machine
studies with a 320-bunch pattern, we have reached
lifetimes of about nine hours. The limitation in this
case is the optimization of the digital filter used in
the longitudinal feedback system.

Because the harmonic voltage is generated only by
the beam, rapid variations in the beam current can
cause variations in the harmonic voltage. In the case
of the ALS, a gap of 20-25% is left in the filling of

Figure 8
An ALS third-harmonic cavity. Beam ports are on the left and
right.Tuners are located on the outer and bottom ports.The
input port is located on the top.

Figure 9 
Streak camera images of the longitudinal bunch distribution
along the length of (a) a bunch train of 272 bunches and (b)
one of 320 bunches.
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the ring in order to satisfy user requirements. This
creates a transient loading of the harmonic cavities,
resulting in a variable harmonic voltage along the
bunch train. Although the variation in harmonic
voltage is small, it can have a large effect on the beam
because of the defocusing effect of the harmonic
voltage. The net effect is a variation in both the syn-
chronous phase along the bunch train and the rela-
tive amount of bunch lengthening. 

The effect is apparent in streak-camera measure-
ments of longitudinal bunch distribution, as shown
in Figure 9 for the cases of 272 bunches and 320
bunches. The case of 272 bunches shows a variation
of 100 picoseconds in the arrival time of the bunch
from the head to the tail of the train, whereas the
320-bunch case shows a much smaller variation.
Both the centroid position of the bunch and the
bunch length as a function of position around the
ring are shown for the two cases in Figure 10. The
transient loading causes the bunch lengthening to
vary along the bunch train, causing an overall reduc-
tion in the potential lifetime improvement.
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Effects on Multibunch Feedback Systems

In order to combat the effect of the gap-induced
synchronous phase transient on the transverse sys-
tem, a beam-synchronous, or “homodyne,” demod-
ulation technique was implemented to replace the
existing heterodyne front-end demodulation system.
The homodyne technique uses a bunch-by-bunch,
beam-derived local oscillator that follows the phase
transients. An automatic gain control loop stabilizes
the amplitude of the reference throughout the fill.

The synchronous phase transients affect the front
end of the longitudinal feedback system as well.
Because the longitudinal system measures bunch
phase at six times the rf frequency, the system can
become unstable for bunches that experience tran-
sients of greater than ±15° at the rf frequency.

Currently, we are redesigning the longitudinal local
oscillator to operate at three times the rf frequency so
as to reduce the transient problems by a factor of two.
In addition, a more accurate bunch-by-bunch syn-
chronous phase correction technique for the longitu-
dinal system is being designed as a long-term
solution. This technology may have other applica-
tions for systems or experiments that require accurate
bunch-specific timing. In addition, we have imple-
mented a digital rf phase-control loop to keep the
overall beam phase locked to the master oscillator.

HOM Damping

Our original intent in the cavity design was to
damp the cavity higher-order modes (HOMs). With
delays in the cavity schedule, however, we decided to
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Figure 10 
Longitudinal beam offset (top) and bunch length (bottom) along a bunch train of 272 bunches
and one of 320 bunches.The variation in synchronous phase due to transient loading of the
cavities is much larger in the case of 272 bunches.The transient loading also results in a 
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try and avoid the HOMs by using two tuners in each
cavity. Following initial commissioning of the cavi-
ties, it became clear that this would be extremely dif-
ficult, especially given the high tuning sensitivity of
the deflecting dipole HOMs. Fortunately, the cavity
design included several extra ports through which we
have been able to damp some of the HOMs. 

Since we could not power test any of our damping
schemes before installation in the storage ring, we
took a conservative approach and did not insert any
antennae into the cavity, since they could potentially
overheat. Also, given the immediate need for some
damping, we used the simple approach shown
schematically in Figure 11. The input port was
extended and terminated with in-vacuum ferrite.
HOMs above the waveguide cutoff frequency of 
2.5 GHz propagated up the input port and were
damped in the ferrite while the fundamental mode
at 1.5 GHz was unaffected. Shown in Figure 12 is
the beam spectrum as measured from a cavity probe
before and after installation of the HOM dampers.
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Figure 11
Schematic view of a harmonic cavity.Higher-order-mode
damping was added by extending the coupling port and ter-
minating the flange with microwave-absorbing ferrite.

Figure 12
Beam spectra measured on one of the cavities before and after installation of the HOM damper.
The vertical scale is logarithmic relative to milliwatts. Several of the HOMs are markedly damped.
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Above the input port cutoff frequency, modes are
markedly damped. While not all HOMs were
damped, it became possible to tune the cavity funda-
mental mode and the HOMs. Following installation
of dampers, the beam became much more vertically
stable and more controllable by the vertical multi-
bunch feedback system.

New Initiatives

Progress Update on the Superbend
Project

The ALS is planning to install three five-Tesla
superconducting magnets (superbends) in the stor-
age ring in 2001. These magnets will be a bright
source of higher-energy photons and will extend the
capabilities of the ALS. Comparing the superbend
sources to the normal-conducting dipoles (1.3 T)
that are currently installed in the ring, the brightness
and flux of the superbends will be an order of magni-
tude higher at 10 KeV and two orders of magnitude
higher at 20 KeV. 

In 1997, a prototype of the magnet core and coils
(SB 4) was built and reached a design current with-
out quenching. In 1998, a test cryostat was built,
and static and dynamic magnetic fields were mea-
sured. Based on this work, it appears likely that a
magnet can be built with a sufficiently robust oper-
ating margin. 

One of the main accelerator physics tasks in 1999
was to determine the impact of the superbends on
the performance of the accelerator. The impact was
determined through particle-tracking studies. One
of the issues in these studies was how precisely the
superbend fields needed to be modeled. In many
particle-tracking codes, one assumes a model of the
magnet that has no longitudinal variation in field
(an isomagnetic model). Tracking simulations per-
formed in 1998 assumed an isomagnetic model for
the superbends. The results showed no significant
impact on the particle dynamics, but there was con-
cern that the isomagnetic model was inadequate for
tracking studies because the superbend field is far

from isomagnetic. In 1999, we included a model of
the superbend based upon a full three-dimensional
field map of the magnet. Tracking studies were then
done, and the results were not significantly different
from the results obtained with the isomagnetic
superbend model. Accelerator simulations were also
done to study the effects of ramping and electron
beam stability.

Also in 1999, a conceptual design for the super-
bend cryosystem was made. It was based upon two
key features: a Gifford McMahon cryocooler and
high-temperature superconducting (HTS) leads.
The Gifford McMahon cryocooler was chosen
because it is regarded as more reliable than cryocool-
ers with Joule–Thomson circuits. Compared to nor-
mal conducting leads, HTS leads have a very low
heat leak, which is essential for operation with such a
low-power cryocooler. 

In FY99, a test cryosystem was built to test the
performance of the cryocooler and the HTS leads.
A 1.5-W Sumitomo cryocooler and a set of
American Super Conductor (ASC) HTS leads were
purchased. These were incorporated into a test
cryostat that was constructed by Berkeley Lab in
conjunction with Wang NMR. The system per-
formed well in all aspects. The cryocooler was very
easy to set up and operate, and it had sufficient
capacity for cooling the superbend. Measured heat
leaks from the leads were low and in agreement
with the estimated heat leaks. The ASC leads (2223
with silver-alloy matrix) were found to be very 
stable and robust against temperature excursions.
The results of these tests assure us that the design
concept for the cryosystem is sound and that the
system should perform reliably.

In addition to the cryocooler tests, a design pack-
age incorporating the new cryosystem features for
the superbend magnet and cryosystem was com-
pleted. The design of the magnet can be seen in
Figures 13 and 14.

This work was done in collaboration with the
Berkeley Lab Accelerator and Fusion Research
Division’s Superconducting Magnet Program and
Wang NMR.
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Mini-Beta Lattice for a Femtosecond 
X-Ray Source

The inclusion of a narrow-gap insertion device in
the ALS will result in a source of soft x rays that is
several orders of magnitude brighter than the exist-
ing dipole and insertion-device sources. Having a
brighter x-ray source is of particular interest for the
generation of femtosecond x-ray pulses. Currently,
femtosecond x rays are being generated from a dipole
source, and the experiments are severely flux limited.
To increase the brightness of the femtosecond x-ray
source, the ALS is considering including a narrow-
gap insertion device (with a five-millimeter full gap
and a one-meter length) to be placed in Straight 6.

A 5-mm gap is almost a factor of 3 smaller than
the current smallest magnetic gap (14 mm) and is
nearly a factor of 2 smaller than the narrowest 

Sumitomo Cryocooler
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Electrical Isolator
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Figure 13 
Diagram of the test cryostat for development of supercon-
ducting bend magnets.

Figure 14
Two-dimensional (left) and three-dimensional (right) drawings of a superconducting bend magnet.
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vacuum chamber (9 mm) that currently exists in the
ring. Such a significant reduction in aperture could
have a negative impact on the ring performance, par-
ticularly on injection and lifetime. It is therefore neces-
sary to find a method of including such a narrow-gap
device in the storage ring that will meet the needs of
the femtosecond experiments without compromising
the performance of the ALS. An investigation into the
feasibility of the lattice modifications necessary to
include a narrow-gap (5-mm full gap) insertion device
in Sector 6 was therefore begun last year.

To optimize the performance of the undulator for
the femtosecond experiments, the optics in the ring
need to be modified to provide a small vertical beta
function and a sizeable vertical dispersion (η) func-
tion at the location of the insertion device. The key
requirements for this mini-beta lattice include

• βy = 50 cm at the center of the straight section.

• ηy > 8.4 mm at the center of the straight section.

• a minimal impact on the single-particle beam
dynamics (±10-mm horizontal dynamic aper-
ture for injection).

A very simple mini-beta lattice was first designed
by using two extra pairs of quadrupoles. However,
particle tracking studies showed that the lattice mod-
ification caused a significant reduction in the
dynamic aperture by breaking the twelve-fold sym-
metry of the ALS. To overcome this difficulty, we
developed a novel technique to fully restore the beam
dynamics while allowing a mini-beta lattice to be
designed with a πphase advance in the vertical
plane. This technique works for all storage rings
employing only normal (not skew) multipoles, such
as normal dipoles, quadrupoles, and sextupoles. 

All normal multipoles contain only even-order
powers of the vertical coordinate, y, in their vector
potential. For example, the Lie map for a thin sextu-
pole would be

Changing the sign of y does not affect the result.
Therefore, the one-turn map for such rings is trans-
parent to a local vertical phase advance of any odd-
integer multiple of πif one keeps the local Twiss
parameters matched.

With this technique, a mini-beta lattice with six
quadrupoles has been designed with exactly the same
dynamic aperture as the original ALS lattice (see
Figures 15 and 16). To produce a sizeable vertical η
function, essential for separating the femtosecond
microbunch from the main bunch, we have devel-
oped two different methods. The first method gener-
ates an η bump by coupling the horizontal η in the
arc to the vertical plane by using skew quadrupoles
in the neighboring wiggler sector (Sector 5). The
vertical η bump can be localized by using symmetric
skew quadrupole bumps. As a result, the skew
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quadrupoles change the global coupling, resulting in
a sizeable vertical emittance. We have elected a 1%
emittance coupling criteria for selecting the best
combination of skew quadrupole bumps. Limited by
their present maximum settings, an ηy of 16.8 mm
can be generated in the wiggler sector, corresponding
to an effective ηy of 5.6 mm in the mini-beta sector.

The second method generates the vertical η via a
local vertical orbit bump around the mini-beta sec-
tor. Because strong quadrupoles are used in the mini-
beta sector, the vertical local orbit bump has been
found to be capable of generating an ηy of 3 mm in
the mini-beta sector while keeping the vertical orbit
distortion in the neighboring bends to less than 2
mm. Since the orbit bump is localized around Sector
6, it can be combined with the skew quadrupole
bumps in Sector 5 to produce a larger-than-required

vertical beam separation at the center of the narrow-
gap undulator. We are in the process of assembling a
complete mini-beta lattice with the πphase advance
trick and large vertical η bumps generated by both
methods. To increase the separation even further
would require either stronger skew quadrupoles or
larger vertical orbit distortions or both.

Further work to be carried out for the mini-beta
lattice includes designing mini-beta lattices with dif-
ferent operational tunes; conducting intensive
dynamic-aperture studies, including energy-aperture
calculations and the effects of the narrow-gap undu-
lator, the superbends, and realistic magnetic errors;
and studies of impedance and collective instabilities.

This work was completed with help from 
A. Zholents of the Berkeley Lab Center for Beam
Physics and E. Forest of KEK.
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EXPERIMENTAL SYSTEMS

H.A. Padmore
Experimental Systems Group Leader

The range of work that the Experimental Systems
Group covers is rather broad, so in this section we
briefly report on the group’s major programs and
highlight four notable projects that have come to
fruition during 1999. The work of the group covers
construction of beamlines and endstations as well as
pioneering new techniques of synchrotron radiation
research that will have high scientific impact. 

• Three protein crystallography beamlines now
under construction, one for a University of
California, Berkeley–University of California,
San Francisco (UCB–UCSF) consortium and
two for the Howard Hughes Medical Institute,
will receive light from superconducting bend
magnet sources. These will use high-power
internally cooled invar premirrors, a double-
plane-crystal monochromator with heavy
internal water cooling for the first crystal, and
a toroidal refocusing mirror operating at 2:1
horizontal demagnification. These systems will
provide state-of-the-art performance, signifi-
cantly superior to the current wiggler beamline
used for protein crystallography. The first
beamline, for UCB–UCSF, will be finished in
late fall 2000.

• An aberration-corrected photoemission elec-
tron microscope, PEEM3, is under construc-
tion. The present PEEM2 system on Beamline
7.3.1.1 has achieved its design resolution of 
20 nm, a record for systems of its type. To go
beyond this resolution, however, the intrinsic
spherical and chromatic aberrations of the elec-
trostatic lenses need to be corrected, and in
PEEM3 this correction will be carried out by
an electron mirror. With aberration correction,
the system should be capable of 2-nm resolu-
tion. The heart of the system will be a dipole
separator magnet, which will separate the

incoming and outgoing beams going to and
from the electron mirror. The separator itself
needs to be aberration free. The rest of the lens
system will be similar to that for PEEM2. The
whole system has already been designed, and
major components are in manufacture. The
new PEEM should be ready for off-line trials
by summer 2001 and will then be installed on
a branchline of the existing elliptically polariz-
ing undulator (EPU) beamline. The plan is
then to operate it there until a dedicated EPU
is available. Funding for the latter is being
sought from the U.S. Department of Energy. 

• The molecular environmental science beam-
line is under construction and due for phase 1
completion in spring of 2002. It will be located
in Sector 11 and will consist of an EPU, a
plane-grating monochromator of the Petersen
type, and two endstations. The 5-cm-period
EPU and its beamline will cover the energy
range from 70 to 1500 eV. In phase 2, a sec-
ond, shorter-period undulator and smaller-
grazing-incidence beamline will cover up to 
4 keV. One endstation will be for scanning
transmission x-ray microscopy (STXM), and
the other will be for spectroscopy using both
photoemission and energy-resolved x-ray fluo-
rescence. The main characteristic of these sta-
tions will be the ability to look at samples in a
wet environment. Photon-in–photon-out
techniques such as fluorescence spectroscopy
and STXM are well suited to this environ-
ment. In addition, the use of photoemission at
high pressure is currently being pioneered at
the ALS, and it is envisaged that experiments
up to millibar pressures will be practical. 

• We have investigated phase-contrast imaging
at x-ray energies on Beamline 7.3.3. Whereas
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absorption imaging at soft-x-ray energies is
effective because of the high photoelectric
cross-section, this becomes much less effective
at keV-range energies because of the very low
cross-sections of low-Z materials. In this range,
however, phase contrast becomes a very good
way to image. Phase information can be
obtained in a number of ways. For example, it
can be done by blocking part of the beam,
shifting its phase with a thin foil, and then
recombining the two waves to form an inter-
ference image. We have chosen in our first
experiments to use dark-field imaging, where
the direct beam transmitted through the object
is completely blocked, and only the scattered
beam is imaged. This enhances features where
there is a large transverse change in the refrac-
tive index. We used the beamline’s mirror sys-
tem to illuminate the object and a high-
resolution hard-x-ray zone plate to image at
energies around 7 keV. The microscope pro-
duced a resolution of around 0.15 µm. The
ultimate goal of this program is to extend this
work to three-dimensional imaging, rotating
the object about a fixed point in space. The ini-
tial applications have been in looking for
cracks and defects in high-strength composite
materials. Phase-contrast x-ray microscopy can
play a prominent role in this area. Cracks are
normally examined by sectioning, and apart
from the difficulty of accurate sectioning, the
sectioning process itself causes changes in stress
state that propagate cracks. The noninvasive
measurement of crack formation and propaga-
tion should have a large impact on materials
science. Having carried out the test program
on Beamline 7.3.3, we are helping to build a
research team to construct a similar system on
a superconducting bend-magnet source.

• The molecular environmental science beam-
line (Beamline 11.0), Beamline 7.0, and
Beamline 5.3.2 all have or will have scanning
transmission x-ray microscopes (STXMs). To
extend the performance of the existing
Beamline-7.0 STXM, and to build experience
for the new systems on Beamlines 5.3.2 and

11.0, we are building a next-generation STXM
in the laboratory. This will ultimately replace
the Beamline-7.0 STXM when fully proto-
typed and tested. The new STXM has been
constructed and is under intensive testing. Its
main departure from existing STXMs is that
the relative position of the zone plate to the
sample stage is measured in real time by laser
interferometers. This should allow accurate
location of the focused beam, even during
NEXAFS scans, where the zone plate can move
up to hundreds of microns along the beamline
but still must remain aligned laterally to a pre-
cision much better than the resolution. With
increasingly high resolution zone plates from
the Center for X-ray Optics Nanowriter, we
have to keep improving the microscope to keep
up with demands for increased performance.

• As mentioned above, one of the locations for a
new STXM will be Beamline 5.3.2. This bend-
magnet beamline is dedicated to polymer
microscopy. The Participating Research Team is
responsible for construction of the microscope
system, which will be based on the STXM
upgrade microscope described above. The ALS
is responsible for the beamline. The prime
requirement for this system is that it be stable
and have as high an efficiency as possible. The
extremely high brightness of ALS bend-magnet
sources gives us the opportunity to use tech-
niques such as STXM that are normally
reserved for undulator sources, but it also
means that high optical efficiency is crucial to
good throughput. The system therefore has the
minimum number of components. A horizon-
tally deflecting toroidal premirror focuses light
onto the entrance slit of a monochromator in
the horizontal direction and onto the exit slit in
the vertical direction. The monochromator is a
simple spherical-grating device, and it disperses
and deflects in the horizontal direction. The
beam from the exit slit is refocused and demag-
nified by the zone-plate microscope, and the
microscope and its operating infrastructure are
to be enclosed in an acoustic hutch. This sys-
tem will be operating in summer 2000.
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Active Feedback on the Infrared
Beamline

The infrared (IR) beamlines have proven to be the
most sensitive to microscopic motions of the ALS
beam, mainly because of the interferometric selec-
tion of wavelength. Even after a long series of beam
noise abatement projects in collaboration with ALS
accelerator physics and engineering staff1–4, the IR
photon beam still moves in angle with an rms mag-
nitude of a few microradians. Because of the small
(0.25-mm2) size of the IR detectors and the nature
of the FTIR data reduction, this motion places noise
in the IR spectrum that manifests itself in two ways.
The frequencies of the noise are reproduced in the
spectrum as a function of the scanning mirror speed
in the interferometer, and all frequencies of the noise

contribute to an overall background noise. The higher-
frequency noise, particularly in the 4- to 8-kHz
region, has been largely eliminated by changing the
storage ring’s 500-MHz rf master oscillator to a unit
that produces a narrower and more stable reference
frequency. Despite large improvements to the low-
frequency noise in our spectra, which came from the
vibrations of pumps and other sources on the ALS
floor, there remains some noise on the photon beam
in the region below 500 Hz that is detrimental to the
overall signal quality. Having attempted to remove as
much noise as possible at the source, to reduce noise
further, we have now introduced an active optical
feedback system into the beamline. Preliminary
results obtained by using a single two-axis feedback
loop are described here.

The complete feedback system is shown in Figure 1.
The system, based on one used at Lawrence

1Byrd, J.M., M.C. Martin, and W.R. McKinney, in 1999 Particle Accelerator Conference, edited by A. Luccio and W. MacKay (New

York, 1999), p. 495.
2Byrd, J.M.,  in 1999 Particle Accelerator Conference, edited by A. Luccio and W. MacKay (New York, 1999), p. 1806.
3Byrd, J.M.,  M. Chin, M.C. Martin, W.R. McKinney, and R. Miller, in Accelerator-Based Sources of Infrared and Spectroscopic

Applications, edited by G.L. Carr and P. Dumas (SPIE Proceedings, Denver, 1999), Vol. 3775, p. 59.
4McKinney, W.R., M.C. Martin, J.M. Byrd, R. Miller, et al., in Accelerator-Based Sources of Infrared and Spectroscopic Applications, edit-

ed by G.L. Carr and P. Dumas (SPIE Proceedings, Denver, 1999), Vol. 3775, p. 37.

ALS BEAMLINE 1.4
ACTIVE MIRROR

FEEDBACK SYSTEM

Collimated IR/Vis Beam
Inside Switchyard

Two-Axis Tip/Tilt
Mirror #1

Two-Axis Tip/Tilt
Mirror #2

X1, Y1

X2, Y2

Optical
Position
Sensor
#1

To Nicolet 760IR
& Nic-Plan Microscope

To Bruker IFS66v/S Spectrometer

Optical
Position
Sensor #2

IR/Vis Beamsplitter #1

IR/Vis Beamsplitter #2

IR/Vis Beamsplitter #3

Figure 1 
Schematic diagram of the planned optical active feedback system for the
Beamline 1.4 complex. It consists of four feedback loops to lock the photon
beam in x, y,θ, and φ.
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Livermore National Laboratory, employs a two-
dimensional optical position sensor (Hamamatsu
S1880) and a piezo-driven, two-axis, tip/tilt mirror
stage (Physik Instrumente S-330). For initial testing,
we used one detector and tip/tilt stage and two feed-
back loops in x and y corresponding to the positions
of the #1 mirror and the #2 optical position sensor.
Light is split off by a dichroic beam splitter (Spectra-
Tech). The latter reflects 100% of the IR but trans-
mits 50% of the visible light, which is then imaged
by the optical position sensor. The electronics system
is a hybrid of commercial systems and custom elec-
tronics designed by the ALS electrical engineering
group. 

The system performance with and without feed-
back is shown in Figure 2, and it can be seen that the
dominant noise at 80 Hz has been reduced in inten-
sity by a factor of 15. This correction is achieved in x
and y alone, so to add correction in two-dimensional
angle space requires another system. This will com-
plete the full system as shown in Figure 1. It is 

scheduled for installation shortly. This may well be a
system that can usefully be employed around the
ALS as our requirements for highly stable beams ever
increase.

A New Instrument for Submicron 
X-Ray Diffraction

X-ray diffraction is a ubiquitous tool in the study
of thin films, from measurements of average texture
(orientation of microcrystallites) to determinations of
average stress. With the millimeter-wide beams typi-
cally available, only average measurements are possi-
ble. Unfortunately, the properties of materials are
often determined by the characteristics of single
grains rather than the average. Although single-grain
measurements are clearly of great importance for
materials studies, no tool has been available until now,
so we set out to build a system capable of submicron
x-ray diffraction to address these important issues.

Frequency (Hz)

V
ol

ta
ge

 (
V

R
M

S
)

0.10

0.08

0.06

0.04

0.02

0.00

0 200 400

FeedbackOn

FeedbackOff

Figure 2 
Measured noise spectrum for Beamline 1.4, showing horizontal beam motion at the first position-
sensitive detector with and without one feedback loop.
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Carrying out x-ray diffraction on the micron scale
requires some special instrumental considerations
that are not necessary with large beams. The main
problem is that normal rotation crystallography, in
which the sample rotates, is clearly impossible for
submicron samples. We have circumvented this
problem by the use of white light for location, index-
ing, and determination of orientation and deviatoric
(distortional) stress, switching in a monochromator
for determination of dilatational (hydrostatic) stress.
The collinear beam required in white-light and
monochromatic mode led to the choice of a four-
crystal monochromator.

The beamline has a unity-magnification toroidal
mirror that produces a 50-µm × 200-µm focus at an
adjustable x–y slit inside a hutch. The toroidal mir-
ror is followed by a four-bounce germanium or sili-
con monochromator and an elliptically bent
Kirkpatrick–Baez mirror pair to image the beam
from the x–y slits to submicron size (0.8 × 0.8 µm
FWHM) at the sample. The sample is mounted on a
precision translation stage to allow for characteriza-
tion of different crystal regions or grains. The sample
stage is supported on a state-of-the-art, six-circle dif-
fractometer (Huber), and we use a 4K × 4K x-ray
CCD detector (Bruker) with a 9-cm × 9-cm view.
This is mounted on a detector arm that can be posi-
tioned around the sample. The detector itself can
translate away from the sample along the detector
arm. The system is shown in Figure 3.

The technique consists of illuminating the sample
with the submicron broad-bandpass (white) beam
and collecting the Laue reflections with the large-
area CCD detector. As the crystal structure of the
sample is known, the Laue patterns yield the orienta-
tion of the microcrystals. Slight displacement of the
Laue spots from their “correct” (distortionally free)
positions allows for the full deviatoric (distortional)
strain/stress tensor of the microcrystal to be directly
derived. The dilatational (hydrostatic) component of
the strain is obtained by switching to monochro-
matic beam and making energy scans on selected
reflections. 

Figure 4 shows an example of the unprecedented
type of information that can be derived from the
Laue patterns. A 3.8-µm-long single grain within a
passivated aluminum interconnect (0.7 µm wide)

was scanned with a micron-sized white beam. The
changes in position, intensity, and shape of the Laue
spots on the CCD reveal small changes in the orien-
tation and distortional strain state of the sample under
the beam. The analysis showed that this 3.8-µm-long
grain is divided into subgrains (crystallites) about a
micron in size. Since the complete orientation
matrix of each subgrain is derived, the absolute 

Figure 3 
The new x-ray microdiffraction facility on Beamline 7.3.3.

Figure 4 
Diffraction spots from subgrains in a 3.8- × 0.7-µm grain of an
aluminum interconnect studied at the x-ray microdiffraction
facility.Data were obtained by following the position and
shape of the (111) reflection in white x-ray microbeam mode.
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misorientation between each crystallite can also be
calculated, providing an estimate of the dislocation
density at the boundaries.

Figure 5 plots the evolution of the deviatoric stress
components in a single aluminum grain within an
interconnect line during thermal cycling. The sample
temperature was raised to 225°C, followed by cool-
ing to room temperature. As the wire was cooled, a
large tensile stress developed in the direction along
the wire, whereas the normal component of the dis-
tortional stress became compressive. The data
demonstrate the stability and sensitivity of the new
instrument in its ability to measure the long-term
stress on micron-sized samples over long periods.

X-ray microdiffraction presents many advantages
compared to alternative techniques for microtexture
study, such as backscattering electron microscopy/
microdiffraction. X-ray microdiffraction has a much
higher strain sensitivity and precision. The tech-
nique is nondestructive and can be applied to buried
samples without need of special preparation. The
technique is phase sensitive in the sense that it recog-
nizes different crystalline structures and, with its
high orientation sensitivity, allows the distinction of
subgrains with angular misorientations of a fraction

of a degree. One can take advantage of the penetrat-
ing property of x rays to study the stress and
microstructure within bulk samples. This technique
is therefore suitable for a host of problems in materi-
als science, including the study of grain growth
mechanisms and deformation.

Commissioning of the Elliptically
Polarizing Undulator Beamline

This year marked the installation and first light
for Beamline 4.0.2, the first ALS undulator beam-
line for the direct production of elliptically polarized
x rays. Designed for the high-resolution spec-
troscopy of magnetic materials, this beamline incor-
porates several new innovations for the ALS. It is the
first beamline to use a pure-permanent-magnet ellip-
tically polarizing undulator (EPU). This type of
insertion device allows user control of the polariza-
tion of the x rays, from elliptical (and circular) to lin-
ear polarization with arbitrary azimuth. It is also the
first beamline to incorporate chicane magnets and
shorter two-meter-long undulators in the insertion-
device straight sections. This innovation will allow
multiple undulators to be placed in a straight,
increasing the number of possible undulator beam-
lines. Beamline 4.0.2 is also the first ALS beamline
to use a variable-included-angle, plane-grating
monochromator. This design provides several impor-
tant performance enhancements, such as a wide tun-
ing range with a single grating. Many of these design
features will be incorporated into other new ALS
beamlines. Together, these innovations produce a
beamline which is a world-class facility for the study
of magnetic materials.

The beamline consists of a horizontally deflecting
toroidal mirror, which focuses light on the entrance
slits of the monochromator in the vertical direction
and on the sample in the horizontal direction, fol-
lowed by a variable-included-angle, plane-grating
monochromator with a fixed exit slit. This design
incorporates a variable-incidence plane mirror,
which rotates and translates, allowing the grating to
have a variable scattering angle, and a horizontally
deflecting cylinder mirror for vertical focusing. This
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Evolution of the deviatoric stress components in a single alu-
minum grain within an interconnect line during a thermal
cycling experiment.The schematic at the top represents the
thin wire with its contact pads and the orientation vectors.
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monochromator design provides a very wide energy
range with a minimum number of gratings, good
photon fluxes, and high spectral resolution. With the
5-cm-period EPU, the energy range of the beamline
spans from 60 eV in linear horizontal mode (at a
storage ring energy of 1.5 GeV) to beyond 1800 eV. 

The most important characteristic of the beam-
line is the control of the polarization of the x rays.
With this type of insertion device, the polarization,
from linear to elliptical to circular, is controlled by
varying the “row phase” of the undulator magnets5.
The insertion device, beamline, and control system
have been designed to give direct control of the energy
and polarization of the x rays to the experimenter.
Both circular dichroism (to study ferromagnetic and
paramagnetic species) and linear dichroism (to
examine antiferromagnetic species) experiments can
be performed. 

To determine the polarization characteristics of
the beamline, a multilayer reflection polarimeter6

was used to analyze the x rays. Figure 6 shows the

results of measurements made at 460 eV with the
undulator operating at the fundamental. As can be
seen, the degrees of linear and circular polarization
(PL and PC, respectively) vary as a function of the
row phase of the EPU magnets. At a row phase of 0°,
PL≈1, showing that the x rays are linearly polarized,
in this case horizontally. As the phase increases, PL
decreases while PC increases, until at a row phase of
112°, PC≈1 and PL≈0, showing that the x rays are
circularly polarized. As the row phase increases
beyond 112°, the linearly polarized component
increases until, at a phase of 180°, the beam is again
completely linearly polarized. With this phase, how-
ever, the direction of polarization is vertical rather
than horizontal as it is when the phase is 0°. For row
phases less than 0°, the pattern is repeated, but the
circularly polarized component is of the opposite
helicity (e.g., left circularly polarized instead of right
circularly polarized). 

Another important parameter of the beamline is
the spectral resolution. This was evaluated by using
the N2 1s-π* absorption at 401 eV. Figure 7 shows
the experimental data and an eight-peak Voigt line-
shape fit to the data. The structure in the spectrum is
due to the vibrational states of the N2. The natural
linewidth (Lorentzian component) of the peaks was

5Sasaki, S., Nucl. Instrum. Meth. A 347, 83 (1994).
6Kortright, J.B., M. Rice, and K.D. Franck, “Tunable multilayer EUV soft x-ray polarimeter,” Rev. Sci. Instrum. 66(2), 1567–1569

(February, 1995).

Figure 6
Analysis of the x-ray polarization at Beamline 4.0.2. As the
magnet row phase is varied from 0° to 180°, the polarization
changes from completely linear (PL =1 and PC=0) to elliptical
to purely circular (PL =0 and PC=1) and then back to linear.
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Figure 7
High-resolution spectrum of N2 1s-π* absorption, demon-
strating a resolving power of ≥6000.The dots indicate the
experimental data, and the line is an eight-peak Voigt line-
shape fit to the data.
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fixed at 116 mV, while the Gaussian component of
the fit was varied to determine the instrumental con-
tribution to the linewidth. This analysis yields a
spectral resolving power as expected of ≥6000, our
design goal. The resolution could be further
improved if necessary by closing the slits and by
optimizing the monochromator refocus mirror. This
spectrum was obtained under high-power conditions
(1.9 GeV, >300 mA storage ring current and full
illumination of the optics) with entrance and exit slit
widths of approximately 25 µm. 

The first experiments have now been performed,
including studies ranging from the spin polarization
of photoelectrons from gas-phase atoms and mol-
ecules to the fine structure in transition metal L-edge
spectra of metalloproteins. These studies highlight the
diversity of research to be conducted at the newest
undulator beamline at the ALS, Beamline 4.0.2, a
high-resolution beamline with polarization control. 

Development of Picosecond X-Ray
Diffraction as a Probe of Dynamic
Phenomena in Solids

Short-pulse laser sources operating at infrared,
visible, and ultraviolet wavelengths have been widely
used in the last decade to study the dynamics of

valence electrons in atoms, molecules, and solids.
Evidence of the importance of this new area of
dynamics research can be found in the award of this
year’s Nobel prize for chemistry to Zewail for pio-
neering studies of ultrafast chemical reactions per-
formed with femtosecond (fs) lasers. However, to
directly probe structural properties, e.g., the motion
of nuclei, this methodology is insufficient, and the
technique of choice is x-ray diffraction. 

An apparatus has been developed for measuring
time-dependent x-ray diffraction by combining
bend magnet Beamline 7.3.3, time-resolved detec-
tors, and a femtosecond laser system. This project is
led by R. Falcone (University of California, Berkeley,
Physics Department) in a collaboration with the
Experimental Systems Group. The beamline uses a
toroidal mirror to produce a 1:1 image of the source
and employs a double-crystal monochromator. Laser
pulses of 150 fs duration at a repetition rate of 1 kHz
irradiate the sample, initiating the structural change
to be studied. Two types of detectors are employed:
an x-ray streak camera and an avalanche photodiode.
The streak camera is driven by a photoconductive
switch and has a 2-picosecond (ps) temporal resolu-
tion limited at present by trigger jitter7. A schematic
layout of the system is shown in Figure 8.

Research topics include generation of coherent
phonons during a laser-induced phase transition; the

Diffracted Beam

Streak Camera

Crystal Monochromator

Ti:Sapphire Laser

InSb Sample

Figure 8 
Schematic layout of the picosecond x-ray diffraction system on Beamline 7.3.3.

7Larsson, J., Z. Chang, E. Judd, R.W. Falcone, P.A. Heimann, H.A. Padmore, P.H. Bucksbaum, M. Murnane, H. Kapteyn, R.W. Lee,

and J.S. Wark, Opt. Lett. 22, 1012 (1997). 
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study of polarons in a colossal magnetoresistive
material, Nd1/2Sr1/2MnO3; photoabsorption in a
laser-excited silicon foil; and production of photo-
generated halogen radicals in aqueous solution. In
one investigation, coherent acoustic phonons have
been observed in the x-ray diffraction of a laser-
excited InSb crystal (Figure 9)8. Modeling based on
time-dependent dynamical diffraction theory has
allowed the extraction of fundamental constants,
such as the thermal electron–acoustic phonon cou-
pling time. Above a critical laser fluence, the first
step in the transition to a disordered state is the exci-
tation of large-amplitude, coherent atomic motion.
(See Science Highlights, p. 20.)

A dedicated beamline for time-resolved x-ray dif-
fraction and spectroscopy, Beamline 5.3.1, is being

developed with special consideration toward provid-
ing a wide spectral range and low optical scattering.
This beamline will be a home for the experiments
described above as well as the laser–electron beam
modulation project led by R. Schoenlein (Berkeley
Lab, Materials Sciences Division). The source for the
beamline will be provided by this laser “slicing” tech-
nique, which works in the following way: A high-
power laser beam propagates collinearly with the
electron beam in Straight 5 of the ALS storage ring.
The wiggler fundamental or third harmonic is tuned
to the same energy as the laser, and the pulse from
the laser is timed to directly overlap the electron
beam. The pulse length of the laser is around 50 fs,
and during this time, energy is exchanged between
the laser and a short “slice” out of the relatively long
30-ps electron bunch. The energy kick given to the
beam is many times the natural electron-beam energy.
The electron beam now has an accelerated and
retarded 50-fs “slice” of electrons, so these beams dis-
perse radially in the field of a dipole magnet. In this
case, we will observe this dispersion in the center
dipole of Sector 5 (which illuminates Beamline
5.3.1), i.e., adjacent to the “energy modulator” in
Straight 5.0. 

Visible synchrotron pulses of 300 fs duration have
been generated by this laser–electron beam modula-
tion technique9. Proof-of-principle experiments have
been carried out at Beamline 6.3.2 to observe optical
wavelengths, but the new Beamline 5.3.1 is expli-
citly designed for time-resolved diffraction measure-
ments and should achieve a time resolution as low as
80 fs. Beamline 5.3.1 will contain a visible-light
diagnostic, a 1:1 toroidal mirror, a differential
pumping section, a chopper, and a double-crystal
monochromator. The spectral range of the beamline
will include visible light and both soft and hard 
x rays. Horizontal scattering will be minimized by
employing one vertically reflecting mirror. This pro-
ject is scheduled for completion in May 2000. 
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Figure 9
X-ray diffraction in a laser-excited InSb crystal at crystal
angles of 0, +20, and +40 arcseconds from the Bragg peak.
The solid line shows experimentally measured intensity, and
the dashed line shows simulated time-resolved diffracted
intensity.

8Lindenberg, A.M., I. Kang, S.L. Johnson, T. Missalla, P.A. Heimann, Z. Chang, J. Larsson, P.H. Bucksbaum, H. Kapteyn, H.A. 

Padmore, R.W. Lee, J.S. Wark, and R.W. Falcone, Phys. Rev. Lett. 84, 111 (2000).
9Zholents, A., and M. Zholotorev, Proceedings of the 11th International Conference on Ultrafast Phenomena (1998), pp. 390–392.
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SCIENTIFIC SUPPORT 

John Bozek
Scientific Support Group Deputy Leader

The Scientific Support Group (SSG) contributes
to the mission of the ALS by supporting the efforts
of researchers at the ALS through scientific and 
technical collaboration and scientific outreach.
Depending on the needs of the user of ALS facilities,
the degree of collaboration can range from technical
assistance with the beamline to full partnership in
developing new research programs and experimental
endstations. The group was formed in 1998 from
existing ALS staff in recognition of the changing
needs of a maturing user facility and has continued
to expand in size and scope. Several new permanent
beamline scientists and associate beamline scientists
were added to the group in 1999, and the group was
given responsibility for the scientific and technical
excellence of additional ALS beamlines.

Outreach

In addition to scientific and technical responsibili-
ties, SSG strives to expand the scientific program of
the ALS and broaden its user base through publica-
tions and presentations. A targeted weekly seminar
series has been initiated to further these goals.
Typically, a topic will be explored through a series of
five to ten weekly lectures by world-renowned scien-
tists in the field. Topics in 1999 included correlated
electron systems (i.e., high-Tc materials) and photon-
in–photon-out spectroscopies.

A workshop exploring the need for a new beamline
to study complex and correlated phenomena was orga-
nized with the assistance of SSG and held in October.
The participants discussed scientific frontiers in mag-
netism, nanostructures, and correlated-electron sys-
tems and concluded that a new experimental facility is
required at the ALS. The consensus of the group was
that a bright source with variable polarization, a beam-
line with high spectral resolution, and experimental
stations for electron spectroscopy with high energy
and momentum resolution and spin detection are
required to advance the experimental frontiers. 

To begin plans for the future of infrared research 
at the ALS, a simultaneous October workshop was
held to discuss and investigate possibilities for a 
synchrotron-based, far-IR facility. The workshop pro-
duced much good scientific discussion and allowed
attendees to compare ideas for far-IR sources. The
overall conclusion and recommendation of the work-
shop was that a dedicated far-IR beamline should be
built at the ALS. Dimitri Basov (University of
California, San Diego), Zack Schlesinger (University
of California, Santa Cruz), and Joe Orenstein
(University of California, Berkeley) emerged as the
most enthusiastic infrared scientists ready to help
with making the scientific case for such a facility. The
next step is to work through various designs for such a
facility so that a full proposal can then be started.

Figure 1
Members of the Scientific Support Group: (front row) Zahid
Hussain, Angela Garland, (back rows, left to right) Michael
Martin, Jonathan Denlinger, Elke Arenholz,George Meigs,
Xingxiang Zhou, John Bozek, Fred Schlachter, Scott McHugo,
Eli Rotenberg, Scot Kellar,Wayne Stolte, Bruce Rude.Not
picured:Glenn Ackerman,Tony Young.
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Support

Members of SSG are also responsible for the oper-
ation, upgrade, and maintenance of most of the facil-
ity beamlines and many of the permanent
endstations at the ALS. The undulator beamlines,
Beamlines 4.0, 7.0, 8.0, and 10.0, each have at least
one SSG staff member responsible for their contin-
ued operation. Several improvements were made to
the operation of existing beamlines in 1999. For
example, slit gaps were brought under computer
control to make several of the spectroscopy beam-
lines more user friendly. The first such system,
installed on Beamline 10.0.1, is now used continu-
ously and has greatly simplified setting the slit gaps.
In addition, an angle calibration scheme was devised
and built for the ALS spherical-grating monochrom-
ators (SGMs). The scheme was based on a high-
sensitivity electronic tiltmeter to ease difficulties with
calibrating the photon energy when changing grat-
ings. Installation of the first device is awaiting the
venting of one of the three ALS SGMs (Beamlines
7.0, 9.3.2, and 10.0.1) and is expected to be installed
and tested in March 2000. Finally, the mirror switch-
yard on Beamline 10.0.1 was brought under remote
control and, with the highly anticipated installation
of a sensitive beam-position monitor on the High
Energy Resolution Spectroscopy (HERS) endstation
branch, is expected to greatly simplify the changeover
from one branch of the beamline to the other. 

Several new endstations were designed, construc-
ted, and commissioned with the help of SSG person-
nel in 1999. A new endstation for EXAFS studies was
commissioned on double-crystal bend-magnet
Beamline 9.3.1 in collaboration with M. Klein and H.
Frei (Berkeley Lab). A high-efficiency electron spin
polarization detector capable of determining all three
components of spin has been built and is in the
process of being commissioned. It will be combined
with an electron energy analyzer for the study of spin-
resolved photoemission from complex materials at
high energy resolution with both laser and synchro-
tron light. The x-ray photoelectron diffraction (XPD)
chamber on Beamline 7.0.1 was upgraded with the
replacement of the existing electron spectrometer with
a new high-resolution, high-efficiency Scienta SES-
100. The new spectrometer simultaneously 

measures spectra over an angular range of 8° with an
angular resolution of 0.03°, greatly enhancing the
efficiency of the research program. The XPD chamber
will also incorporate an improved sample manipula-
tor. The new manipulator has improved angle and
position mechanisms and sample temperature con-
trols (30–2000 K). A prototype one-dimensional,
parallel, multichannel electron detector with a high
count rate (1 GHz) has been successfully tested on the
Beamline-9.3.2 APSD electron spectrometer (used by
C. Fadley et al., University of California, Davis, and
Berkeley Lab). Count rates were previously limited to
20 MHz on the best commercially available detectors.
A successful implementation of such a detector on 
an electron energy analyzer will allow time-resolved
(millisecond) photoemission experiments to be per-
formed for the first time. 

Off-line characterization capabilities were also
improved with the addition of a reverse-angle Laue
diffraction setup for sample crystal characterization.
Further developments are anticipated to improve the
effectiveness of all of the beamlines. Many other
endstation and facility development projects involv-
ing SSG staff are in progress. Users are encouraged to
contact an SSG member with any suggestions they
might have for future beamline, endstation, or
experimental facility improvements.

Scientific Contributions

Staff scientists within SSG are expected to main-
tain their scientific and technical excellence in areas
of synchrotron radiation research. Participation in
active scientific programs is essential for such devel-
opment, and all of the SSG scientists are active
members of research programs at the Advanced
Light Source.

Beamline 1.4: Progress in Infrared
Research

The Fourier-transform infrared (FTIR) spectro-
microscopy beamline (Beamline 1.4.3) at the ALS
has frequently been used to solve problems in envi-
ronmental science. One outstanding example is the
spatially resolved, time-dependent study giving 
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evidence for biogeochemical transformation of hexa-
valent chromium (Cr6+), a widespread industrial
contaminant. (See Science Highlights, p. 34.) The
brightness of the infrared radiation at the ALS makes
spatially resolved spectroscopy (spectromicroscopy)
possible.

The diffraction-limited IR spatial resolution and
high signal-to-noise ratio of the ALS is being applied
to many other problems as well. For example, several
users study individual human cells in order to ana-
lyze the biochemical changes that occur because of
disease, oxidative damage, and environmental pollu-
tants. Other users study the locations of toxins in
sediments or the uptake of nutrients by root struc-
tures. An ongoing study of bacteriorhodopsin micro-
crystals endeavors to trap the protein in a
light-induced intermediate structural conformation,
which is then probed and verified by the IR beam.
Another group studies the surface chemistry of water
by using a microjet of water that is about 10 µm in
diameter. 

The IR beamlines, because of their interferomet-
ric selection of wavelength, have proven to be the
most sensitive to microscopic motions of the ALS
beam. To reduce this beam motion, an active optical
feedback system was designed in cooperation with
the Experimental Systems Group. (See Experimental
Systems, p. 78.) 

Beamline 9.3.2 : Photoelectron
Spectroscopy at High Pressure

Atomic-level processes on surfaces have been
studied with great success for many years in ultra-
high-vacuum environments. Most relevant and
important processes, however, take place in the pres-
ence of gases at high pressure (about one atmosphere
or higher). Examples are catalysis (e.g., carbon
monoxide and nitric oxide on rhodium in catalytic
converters) and environmental science (e.g., water

adsorption on mineral surfaces). Taking advantage of
the high brightness and photon flux of the ALS, we
have developed (with Laboratory Directed Research
and Development funds awarded to principal inves-
tigators M. Salmeron, Z. Hussain, and C. Fadley) a
new apparatus, a combination of electron optics and
differential pumping systems, that makes it possible
to obtain photoelectron spectra of materials under
high pressure. The use of chemical shifts in x-ray
photoelectron spectroscopy (XPS) allows one to con-
veniently separate out the signal from the surface of
the sample and that from the gas phase that is in
equilibrium with the sample surface.

Conventional XPS instruments normally operate
below 10–5 Torr, for two reasons: (1) electrons are
strongly scattered by gases at higher pressures (the
mean free path of 100-eV electrons is only 1 mm in
1 Torr of oxygen), and (2) the detectors (channeltron
or channel plates) of electron energy analyzers that
are utilized in XPS experiments demand pressures
below 10–6 Torr for stable operation. To overcome
these obstacles, we have developed a high-pressure
electron transfer system to carry out XPS at a pres-
sure of about 1–20 Torr, i.e., about eight orders of
magnitude higher than in conventional XPS instru-
ments (Figure 2). Our lens system is differentially
pumped in order to minimize the path length of the
electrons in the high-pressure region. The differen-
tial pumping stages also help to maintain a sufficient
vacuum in the electron energy analyzer. Electrostatic
lenses image the electrons that are emitted from the
sample surface onto the focal plane of a hemispheri-
cal energy analyzer.

Construction was completed during this past fiscal
year, and the first successful tests were recently per-
formed at pressures of up to 1.5 Torr. The example in
Figure 3 shows an XPS survey of gold in 1.5 Torr of
nitrogen gas. In this test, the electrostatic lens voltages
of the transfer lenses had not yet been optimized for
optimum transmission of the system. The system is
currently going through active development.
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Beamline 10.0.1:The Atomic and
Molecular Facility and the High Energy
Resolution Spectrometer

Beamline 10.0.1 is shared by the High Energy
Resolution Spectrometer (HERS) and the Atomic and
Molecular Facility (AMF), the latter with three perma-
nent endstations and provisions for accommodating
independent investigators. The AMF saw two new
major installations in 1999: a quadruple-reflection
phase retarder for the generation of circularly polar-
ized radiation and the Ion Photon Beamline (IPB),
both on this central branchline of Beamline 10.0.1.

The quadruple-reflection phase retarder (Figure 4)
was purchased from the Physical Sciences Laboratory
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of the University of Wisconsin, Madison, with fund-
ing from both the National Science Foundation
(through D. Jaecks of the University of Nebraska,
Lincoln) and the U.S. Department of Energy
(DOE). The retarder was installed in the spring of
1999 with the assistance of SSG staff. The phase
retarder uses four plane mirrors that rotate in two
directions (α and θ) in vacuum to convert the lin-
early polarized incident radiation into circularly
(elliptically) polarized light of any degree and hand.
The angles of the mirrors are tuned for each photon
energy to optimize either the degree of circular
polarization or throughput, and the output is mea-
sured by using a plane-mirror polarization analyzer.
The retarder has been used by two groups to provide
circularly polarized photons for their research in
1999.

The Ion Photon Beamline (IPB), built at the
University of Nevada, Reno, by R. Phaneuf and
coworkers with funding from the DOE, was also
installed and commissioned on Beamline10.0.1 in

1999 with the aid of SSG members. The IPB is used
to study the photoionization of ions by using the
intense beam of photons from Beamline 10.0.1. A
colutron-ion-gun-assembly (CIGA) ion source from
the University of Ceurnavaca, Mexico, provides an
intense source of singly charged ions. An electron-
cyclotron-resonance (ECR) ion source will soon be
added to provide a source of multiply charged ions
for the IPB. Initial tests of the experimental appara-
tus in May 1999 were followed by an aggressive
schedule of experiments in the fall and winter of
1999 with many exciting results. Overall, the IPB is
working well, providing much higher signal rates
than any other similar experiment in the world
(there are three other known competitive installa-
tions) at significantly better spectral resolution
(Figure 5). 

The HERS endstation was designed to study
highly correlated materials, including high-
temperature superconductors (HTS), colossal 
magnetoresistance (CMR) compounds, and heavy

Figure 4
The quadruple-reflection phase retarder for the generation of circularly polarized radiation on Beamline 10.0.1.
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fermion compounds, with extremely high momen-
tum and energy resolution. We have done this by
bringing together a unique combination of high-
performance components. The most obvious of
these is the Scienta SES200 electron energy analyzer.
With the proper image collecting hardware and lens
configuration, we can simultaneously collect indi-
vidual photoemission spectra from a 14° cone with
angular resolution better than ±0.15°, without sacri-
ficing the excellent energy resolution of better than 5
meV. We added to the analyzer’s utility by mounting
it to a chamber that allows us to rotate it 120° about
the incoming synchrotron beam, making polariza-
tion-dependent studies possible. 

As important to the success of the HERS endsta-
tion as the analyzer is the sample manipulator. This
liquid-helium-cooled unit has three degrees of trans-
lational freedom, two rotational degrees of freedom,
and a sample temperature range of 10 K to 450 K.
The sample rotation is accurate to better than one-
quarter degree, giving it accuracy comparable to the
analyzer’s angular resolution. 

Because many samples cannot withstand the
high-temperature bake-out necessary for ultrahigh-
vacuum work, we developed an elaborate yet user-
friendly load-lock system that allows one to move a
fresh sample from atmospheric pressure onto the
manipulator in the main chamber, where the 

pressure is less than 4×10–11 Torr, in less than two
hours without baking. The multistage load lock has
parking spots for 39 different samples. For samples
that cannot be cleaved and must be prepared in vac-
uum, the endstation is equipped with the standard
surface science preparation tools (i.e., LEED, evapo-
rators, ion sputtering guns, cleavers, and gas dosers)
separated from the main analysis chamber by ultra-
high-vacuum valves. 

The endstation began full-scale operation in
March 1999 and quickly earned its “stripes.” One of
the first experiments was an investigation of the elec-
tronic structure of La1.28Nd0.6Sr0.12CuO4, a stripe-
phase compound. (See Science Highlights, p. 5.)
The total data collection time was less than 3 hours.
This was critical because the sample lifetime, even at
4×10–11 Torr and 20 K, was only 6 hours. Such exper-
iments can only be done on the HERS endstation. 

Beamline 10.3.1:The X-Ray
Fluorescence Microprobe 

The Participating Research Team (PRT) for
Beamline 10.3.1 is currently being reorganized to
transform the beamline into an external-user-
directed facility. It is planned to combine the beam-
line’s operation with that of Beamline 10.3.2 to 
provide a world-class microanalysis capability with
instruments for both micro–x-ray fluorescence and
micro–x-ray absorption spectroscopy. With this
reorganization in mind, the SSG has worked to
enhance the capabilities of the microprobe beamline
and to encourage the involvement of scientists from
outside institutions who could become part of the
new PRT.

One of the major enhancements to the beamline
has been the installation of a new sample stage and
data acquisition system by the members of the pre-
sent PRT, who are part of the Center for X-Ray
Optics. These upgrades allow users to observe data
acquisition in real time, as compared to the previous
system, where the user was required to wait until the
end of a scan before data visualization. This new
capability minimizes time lost during undesirable
scans. The time can be significant, since scan times
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Figure 5 
Photoionization spectrum for Ne+ taken at the IPB endsta-
tion, showing a nominal resolution of 7.5 meV.



Facility Report

Scientific Support

91

can run up to multiple hours. The SSG took part in
the development of the new system by providing
insight into user requirements for the new data-
acquisition interface. This helped to define the needs
of the new system in terms of hardware and software
development.

Scientific outreach by the SSG has included direct
collaboration with researchers from outside institu-
tions. These direct collaborations were often initiated
after conference presentations of demonstration
experiments performed by the SSG. This type of
interaction has been extremely successful with
researchers involved with semiconductor materials,
particularly those studying the use of silicon for solar
cells (Figure 6) and integrated circuits as well as

III–V semiconductor materials for optoelectronics.
The high sensitivity, large sampling volume, and
micron-scale resolution provide unique capabilities
that are unobtainable with the characterization tech-
niques typically used by this community. 

Another successful interaction has been with an
aerosol contamination research group at the
University of California, Davis. This research group
is involved with monitoring of atmospheric contam-
ination emanating from Asia. They had been using
particle-induced x-ray emission (PIXE) to analyze
the contamination with marginal sensitivity. After
initial conversations with researchers at the ALS, the
Davis group realized that a large enhancement in
sensitivity could be gained with the use of Beamline
10.3.1. Over the initial months of work with the
Davis investigators, we established methods of rapid
sample analysis and data deconvolution needed by
their research group. Furthermore, we were able to
improve the sensitivity of the beamline by use of
white-light radiation rather than the typically used
“pink” radiation generated with the use of a multi-
layer mirror. This work has provided the impetus for
the Davis group to become a lead member in the
forthcoming PRT for Beamlines 10.3.1 and 10.3.2.

Demonstration studies have been conducted in
several other research areas, including analysis of
anthropogenic soil contaminants and cancerous lung
tissue and development of x-ray optics. 

Figure 6
X-ray fluorescence image of Fe distribution in polycrystalline
silicon used in the manufacture of solar cells.
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USER SERVICES

Gary Krebs
User Services Group Leader

The goal of the ALS User Services Group is to
provide our users with a friendly and efficient inter-
face to the ALS. The group is organized into three
sections: User Services Administration, Beamline
Coordination, and Technical Information. These
groups work together to provide ALS users with a
wide range of services.

User Services Administration

The User Services Office, staffed by members of
the User Services Administration Section (Figure 1)
and conveniently located on the mezzanine of the
ALS, assists users in a wide variety of ways. As a
National User Facility, the ALS provides photons to
independent investigators through a peer-review allo-
cation process. User Services Administration manages

the process to ensure equitable and efficient distribu-
tion of beamtime. Beamtime proposals are received
through the ALS Web site, and twice a year these pro-
posals are reviewed by a Proposal Study Panel under
the direction of ALS Division Deputy for Science
Neville Smith. Panel members are chosen in consulta-
tion with the Users’ Executive Committee (UEC) to
cover the wide range of sciences at the ALS. Protein
crystallography beamtime requests are ranked by a sep-
arate panel, also twice annually. The proposal submis-
sion and beamtime allocation process is described in
greater detail on the ALS Web site (www-als.lbl.gov). 

The User Services Office also takes charge of help-
ing new users through the required registration
process before they begin work at the ALS. Each user
receives a proximity card, which allows them access
to the ALS experiment floor. All new users also watch
a short safety video, which describes some of the
potential safety hazards at the facility and outlines
the experiment safety checkout process. New users
can also take care of much of the advance processing
before they arrive by using the ALS Web site. 

The User Services Office also manages the ALS
apartments, which are located near the Laboratory
on the main shuttle-bus route (Figure 2). The apart-
ments are available to all ALS users, and detailed
information about costs and other factors can be
found on the ALS Web site. 

In another of its many roles, the User Services
Office provides administrative and logistical support
to the UEC and the Scientific Advisory Committee.
The UEC serves as the users’ voice and plays an
important role in determining the direction of the
ALS scientific program. The Scientific Advisory
Committee provides scientific direction for the ALS
and counsel to Berkeley Lab management. The User
Services Administration Section is led by Ruth Pepe
and includes Bernie Dixon, the User Services Office
Manager; Sharon Fujimura; Jane Tanamachi; and
Barbara Phillips.

Figure 1
User Services Administration Section (left to right): Jane
Tanamachi, Bernadette Dixon,Ruth Pepe,Barbara Phillips, and
Sharon Fujimura.
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Beamline Coordination

The Beamline Coordination Section (Figure 3)
provides endstation setup support on the experiment
floor as well as shipping, receiving, and storage ser-
vices. This group assists users in having their experi-
mental setups checked for safety, working closely
with various safety specialists in the areas of electrical,
mechanical, chemical, radiation, and laser safety.
This safety checkout process is required for each
experiment and assures the safety of all users on the
experiment floor. The Beamline Coordination
Section also maintains a stock room of commonly
needed parts and equipment for ALS users (Figure 4).
The stock room, created by summer student Matthew

Figure 2
The ALS apartments provide short-term and longer term accommodations for visiting users.

Figure 3 
Beamline Coordination Section (left to right): student worker
Ben Engel,Tony Marquez,Donna Hamamoto, (seated) Kelly
Gonzalez,Gary Giangrasso, and Cheryl Hauck.
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Krebs, is accessible by proximity card 24 hours a day.
The Beamline Coordination Section is led by Donna
Hamamoto and includes Cheryl Hauck, Gary
Giangrasso, Tony Marquez, and Kelly Gonzalez.

Technical Information

The Technical Information Section (Figure 5) is
responsible for the document you are reading as well
as the annual Compendium of User Abstracts; special

brochures for new facilities such as the Atomic,
Molecular, and Optical Facility and the
Macromolecular Crystallography Facility; and count-
less workshop and conference posters. In addition,
the section maintains and develops the ALS Web site
and writes and edits the electronic newsletter,
ALSNews. The section, composed of science writers
along with graphics and web experts, provides the
ALS scientific community as well as the general pub-
lic with information about the scientific output of
the ALS. The group maintains a strong tie to the edu-
cational community, both within the state of
California and internationally. In conjunction with
the User Services Office, this group coordinates tours
for the thousands of visitors who come to see the ALS
annually. The Technical Information section is led by
Art Robinson and includes Annette Greiner,
Elizabeth Moxon, Lori Tamura, and Greg Vierra.

Figure 4
The ALS user stock room gives users easy access to com-
monly needed parts. Pictured is Matthew Krebs.

Figure 5
Technical Information Section (left to right):Greg Vierra,
Annette Greiner, Lori Tamura, Art Robinson, and Elizabeth
Moxon.
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Shirley Symposium on Spectroscopy and the
Structure of Matter

In March 1999, friends, colleagues, and former post-docs and stu-
dents of David A. Shirley gathered at Berkeley Lab to celebrate his life
and work on the occasion of his 65th birthday. The scientific scope of
the day-long symposium included updates in research areas in which
Dr. Shirley and his associates had
been involved over the years.
Topics included electron spec-
troscopy of solids, atomic and
molecular physics, and hyperfine
interactions. Highlights of the
evening program were a scientific
retrospective of Dr. Shirley’s work
and a special lecture given by T.
Darrah Thomas about chemical
information obtainable from
inner-shell spectra.

Spectrosco
and the
Structure o
Matter

Symposium on the occasion of David A. Shirley's 65th Bi

March 28-29, 1999

Dave Shirley welcomed col-
leagues past and present 
during the opening 
ceremonies.

Symposium participants paused for a group portrait.

Speakers at the evening program included, from left, John Rasmussen, Professor Emeritus of Chemistry,UC Berkeley;Nicholas
Stone,Oxford University; and Stephen Rosenblum, a former Shirley graduate student.
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PEC 99

The Clark Kerr Campus of UC Berkeley was the site of the 59th
Annual Physical Electronics Conference, held July 7–9. The interna-
tional meeting, for scientists involved in the study of the physics and
chemistry of surfaces and interfaces, offered a program of oral and
poster presentations that highlighted recent research in atomic and 
molecular processes with a focus on applications in the microelectronics
and magnetic recording industries. Other highlights of the conference
included the awarding of the Nottingham Prize for the meeting’s out-
standing student presentation, an evening reception in Tilden Park, and
a tour of the ALS.

An evening reception at nearby Tilden Park provided
an informal venue for animated discussions.

Kalman Pelhos on his way to
receive the Nottingham Prize

for the best student paper pre-
sented at the conference.
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Poster sessions gave conference
participants the opportunity to view

and discuss many topics relating to
the applications of x-ray

microscopy.

XRM 99

The 6th International Conference on X-Ray Microscopy was held
August 1–6, 1999, on the Clark Kerr Campus of UC Berkeley.
Organized by the Center for X-Ray Optics and the ALS, the conference
attracted researchers from around the world interested in advances in
high-spatial-resolution x-ray imaging and its applications across a broad
range of the sciences. A new award, for outstanding contributions in 
x-ray microscopy by a young scientist, was established this year in honor
of the conference chair, Werner Meyer-Ilse, who died in an accident
shortly before the1999 meeting. The winners were Jianwei Miao,
recently of the State University of New York, Stony Brook, and Daniel
Weiss of the Georg-August Universität, Göttingen.

VI International Conference on X-Ray Microscopy

August 1–6, 1999
Berkeley, California

This meeting is the primary international 
forum for the presentation and discussion 
of advances in high spatial resolution 
x-ray imaging, and its applications across 
a broad range of the sciences.

International Program Committee:
Harald Ade (Raleigh, NC, USA)
David Attwood (Berkeley, CA, USA)
Yasushi Kagoshima (Himeji, Japan)
Janos Kirz (Stony Brook, NY, USA)
Maya Kiskinova (Trieste, Italy)
Denis Joyeux (Orsay, France)
Werner Meyer-Ilse (Berkeley, CA, USA)
Alan Michette (London, UK)
Günther Schmahl (Göttingen, Germany)
Brian Tonner (Orlando, FL, USA)

For further information contact:
Lawrence Berkeley National Laboratory
Conference Coordinator, Mailstop 936A
University of California
Berkeley, California 94720

E-mail: XRM99@LBL.GOV
Web: http://XRM99.LBL.GOV
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1998 ALS Users’ Meeting

The October1998 meeting of the ALS Users’ Association attracted
more than 225 users, staff, and vendors. The scope of this year’s meeting
included the full complement of oral and poster presentations as well as
updates on the direction of the ALS scientific program and working-
group sessions for new science initiatives. Other highlights included a
session devoted to presentations by young researchers and the first-ever
student poster competition.

Elke Arenholz and Clemens Heske
presented their work during the
session for young researchers.

Lunchtime on the ALS patio was an opportune time for informal discussions.
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The Users’ Executive Committee
(UEC) honored administrative

staff and conference organizers
for their work in making the users’

meeting a success. (From left:
Sharon Fujimura,Ruth Pepe,Mollie

Field, and Bernie Dixon.Not pic-
tured: Elizabeth Moxon.)

Seth Harris (second from left), the
first winner of the student poster
award, discussed his work during the
poster session.

Klaus Halbach Award for Instrumentation.
This award, presented annually at the ALS
Users’ Meeting, recognizes innovative
work in instrument design at the ALS.This
year’s winners,Ken Goldberg (left) and
Patrick Naulleau of the Center for X-Ray
Optics, received the prize for their work in
extreme-ultraviolet (EUV) interferometry.
Goldberg and Naulleau led a team that
commissioned a new phase-shifting point-
diffraction interferometer based on coher-
ent synchrotron radiation to measure the
accuracies of cameras that are capable of
imaging with EUV light.The team demon-
strated that the interferometer could mea-
sure wavefront errors with an accuracy of
1/300 of the wavelength of the EUV radia-
tion (13 nm), exceeding the design goal by
a factor of two.
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DOE Associate Director
for Basic Energy Sciences

Patricia Dehmer presented
the view from Washington

during the opening session.

1999 ALS Users’ Meeting

Reports on recent ALS scientific highlights and the growth of the
facility took center stage at this year’s busy ALS Users’ Meeting. More
than 225 users and staff attended oral presentations, poster sessions, and
vendor exhibits. In addition, focused workshops were held to explore
opportunities at the ALS in the fields of ultra-high-resolution spec-
troscopy of complex systems and far-infrared spectromicroscopy.

USERS’ MEETING

ALS User Services Office
Advanced Light Source
MS 6-2100
Berkeley, CA  94720

TEL: 510-486-7745
FAX: 510-486-4773
Email: alsuser@lbl.gov
URL: www-als.lbl.gov

FOR MORE INFORMATION

Organized by the ALS Users’ Executive Committee
Stephen D. Kevan, Chair

October 18–20, 1999

Ernest Orlando Lawrence
Berkeley National Laboratory

A dvan ced  L i gh t  Sou r c e

Users’ Executive Committee Chair Steve Kevan presented ALS
Director Daniel Chemla with a hand-drawn portrait in recogni-
tion of his efforts on behalf of the facility and the user community.
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Klaus Halbach Award for Instrumentation.This year’s annual
award for significant accomplishment in instrumentation at
the ALS went to the team responsible for the design and
commissioning of the photoemission electron microscope,
PEEM2.Developed by the team with collaborators from
IBM, Arizona State University, and the ALS, the microscope
uses the bright, focused x rays of the synchrotron to obtain
images of solid surfaces with submicron resolution.The
resulting image contains information about the magnetic
structure, the elemental and chemical composition, and the
topography of the sample.The microscope, installed on
Beamline 7.3.1.1, has already achieved the theoretical reso-
lution limit of 20 nm, and ALS users are now applying it to a
variety of problems, in particular the structure of magnetic
materials and polymers.Team members are, from left, Rob
Duarte,Howard Padmore,Greg Morrison, and Simone
Anders.Not pictured:Mike Scheinfein.

The well-attended evening
reception on the campus of

UC Berkeley featured award
presentation ceremonies and a

photo-collage slide show of ALS
users and staff.

Poster sessions, held in conjunction
with vendor exhibits, gave participants
the chance to view recent research
results and see the latest in beamline
and vacuum components.



Special Events 103

In September 1999,Dominican Republic
President Leonel Fernandez Reyna (center) and

an entourage of more than 60 people visited the
ALS as part of a tour of Berkeley Lab. ALS

Division Deputy for Science Neville Smith (right)
led the tour, accompanied by Berkeley Lab

Director Charles Shank (second from right).
President Reyna was in the Bay area to forge

new scientific collaborations between the devel-
oping research community in the Dominican

Republic and local hi-tech industries and
research institutions.

Distinguished Visitors

The Secretary of Energy Advisory Board
(SEAB) visited Berkeley Lab in December
1999 to gain insight into the scientific
programs at the ALS and other Lab facili-
ties. ALS Division Deputy for Operations
Ben Feinberg gave board members an
overview of the ALS from atop the 
storage-ring shielding.

Ken Goldberg (top, center) of
the Center for X-Ray Optics
explained the applications of

extreme-ultraviolet lithography
to SEAB members.
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Educational Outreach

The ALS maintained its commitment to educational outreach to the
local, national, and international communities over the last year. On-
site student tours and special events like UC Berkeley’s Cal Day and
Berkeley Lab’s Daughters and Sons to Work Day provided unique
opportunities for members of the local community to learn about the
ALS first hand. On a worldwide level, the interactive Web site
MicroWorlds continued to educate and entertain teachers and students
across the country and around the world. 

The ALS opened its doors to the
public again this year as a part of
UC Berkeley’s Cal Day.Here,
David Attwood of the Center for
X-Ray Optics conducts a tour
around the ALS experiment floor.

During Berkeley Lab’s Daughters and Sons
to Work Day, (above) Thomas Earnest of

the Macromolecular Crystallography
Facility introduced young visitors to protein

structures,while (right) ALS Environment,
Health, and Safety Program Manager

Georgeanna Perdue discussed the impor-
tance of a safe work environment.
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ALS Advisory Panels
1999

Science Policy Board

Advises the Berkeley Lab Director on major policy issues concerning the ALS.

William Brinkman, Lucent Technologies/Bell Laboratories
John Carruthers, Intel Corporation
Chien-Te Chen, Synchrotron Radiation Research Center, Taiwan
Peter Eisenberger, Columbia Earth Institute
Paul Fleury, University of New Mexico
Franz J. Himpsel, University of Wisconsin-Madison
Yuan T. Lee, Academia Sinica, Taiwan
Albert Narath, Lockheed Martin Corporation (retired)
Yves Petroff, European Synchrotron Radiation Facility
Z.X. Shen (ex officio), Stanford University

Scientific Advisory Committee

Advises Berkeley Lab and ALS management on issues relating to ALS opera-
tions, resource allocation, strategic planning, and Participating Research
Team proposals and performance.

David Agard, University of California , San Francisco
David Awschalom, University of California, Santa Barbara
Jeffrey Bokor, University of California, Berkeley
Gordon E. Brown, Jr., Stanford University
Chien-te Chen, Synchrotron Radiation Research Center, Taiwan
Wolfgang Eberhardt, Forschungszentrum Jülich, Germany
Graham Fleming, University of California, Berkeley
Thomas Gallagher, University of Virginia
Charles Harris, University of California, Berkeley
Stephen D. Kevan, University of Oregon
Janos Kirz, State University of New York, Stony Brook
Alan Manceau, Université Joseph Fourier and CNRS, France
Piero Pianetta, Stanford Synchrotron Radiation Laboratory
Zhi-xun Shen, Stanford University
Joachim Stöhr, IBM Almaden Research Center
Louis J. Terminello, Lawrence Livermore National Laboratory
Baylor B. Triplett, Intel Corporation
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Users’ Executive Committee

Elected by the members of the Advanced Light Source Users’ Association to
act as the official voice of the user community in its interactions with ALS
management.

Paul Alivisatos, University of California, Berkeley
Nora Berrah (Vice Chair), Western Michigan University
Thomas Earnest, Berkeley Lab
Charles S. Fadley, University of California, Davis
Roger Falcone, University of California, Berkeley
David L. Hansen, University of Nevada, Las Vegas
Adam P. Hitchcock, McMaster University
Duane H. Jaecks, University of Nebraska-Lincoln
Stephen D. Kevan (Chair), University of Oregon
Werner Meyer-Ilse (Past Chair), Berkeley Lab
Rupert C. Perera, Berkeley Lab
James H. Underwood, Berkeley Lab
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ALS Staff 1999
This is a cumulative list of all those who worked at the ALS at any time during the 1999 calendar year.

Management Electrical Engineering

Experimental Systems

D. Chemla
B. Feinberg
Z. Hussain
G. Krebs

J. Krupnick
H. Padmore
N. Smith

Accelerator Physics

J. Byrd
T. Byrne
S. DeSantis
A. Jackson
C. Kim
D. Massoletti

H. Nishimura
G. Portmann
D. Robin
C. Steier
Y. Wu

M. Fenner
A. Garland
L. Howard
W. Mitchell
R. Pepe
S. Rossi

J. Slatten
N. Tallcott
S. Vanecek
L. Williams
M. Woods

Administration

Budget

J. Zelver

Environment, Health & Safety

K. Heinzelman
G. Perdue
R. Statam

H. Ade
S. Anders
B. Batterman
R. Celestre
J. Feng
T. Glover

S. Austin
B. Bailey
M. Balagot
J. Bancroft
K. Baptiste
W. Barry
M. Bell
A. Biocca
J. Bishop
K. Bolin
W. Brown Jr.
J. Burch
B. Candelario
R. Candelario
P. Casey

M. Chin
J. DeVries
M. Dwinell
J. Elkins
M. Fahmie
K. Fowler
R. Gassaway
R. Gervasoni
A. Geyer
J. Gregor
J. Hellmers
J. Hinkson
C. Ikami
S. Jacobson

L. Jordan
J. Julian
R. Kerns
A. Lindner
C.C. Lo
J. Meng
P. Molinari
R. Mueller
J. Nomura
F. Ottens
A. Ritchie
A. Robb
S. Rogoff
D. Sandler

K. Scott
L. Shalz
R. Slater
J. Spring
R. Steele
G. Stover
S. Stricklin
M. Szabler
B. Taylor
C. Timossi
J. Tunis
J. Velasco
K. Woolfe
E. Yee

E. Harvey
P. Heimann
M. Howells
S. Irick
A. Lindenberg
S. Locklin

A. MacDowell
W. McKinney
F. Nolting
J. Patel
A. Scholl
J. Spence

N. Tamura
A. Warwick
A. Young
W. Yun
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Scientific SupportOperations

D. Bentsen
E. Diaz
O. Jones
J. McDonald
R. Miller

M. Monroy
J. Pusina
B. Samuelson
T. Scarvie
M. Wolfe

Procedure Center

R. Jones

Project Management

A. Catalano
J. Harkins

Quality Assurance

E. Lampo 

J. Akre
R. Armstrong
W. Baldock
D. Baum
L. Bonifas
D. Calais
D. Cambie
D. Colomb
C. Corradi
C. Cummings

D. Davis
M. Decool
R. DeMarco
R. Duarte
K. Franck
S. Gavidia
B. Gee
D. Gibson
N. Hartman
T. Henderson

E. Hoyer
D. Hull
D. Jones
N. Kelez
N. Kellogg
S. Klingler
C. Knopf
J. Kregenow
M. Kritscher

T. Lauritzen
A. Lim
B. MacDonell
D. MacGill
S. Marks
P. McKean
H. Meyer
V. Moroz
G. Morrison

Mechanical Engineering

G. Ackerman
N. Berrah
P. Bogdanov
J. Bozek
C. Chang
W.T. Cheng
A. Covington
J. Denlinger

L. Erdong
Z. Hasan
H. Hieslmair
A. Hitchcock
A. Huan
R. Kawakami
S. Kellar
E. Kukk

G. Lamble
E. Lu
M. Martin
S. McHugo
G. Meigs
E. Moler
R. Perera
E. Rotenberg

B. Rude
A. Schlachter
G. Snell
W. Stolte
M. Van Hove
Y. Wang
X. Zhou
X. Zhou

B. Dixon
S. Fujimura
G. Giangrasso
K. Gonzalez

A. Greiner
D. Hamamoto
C. Hauck
A. Marquez

H. Nguyen
F. Ochoa
W. Oglesby
A. Paterson
R. Patton
J. Pepper
P. Piperski
D. Plate
K. Rex

R. Schlueter
N. Searls
K. Sihler
C. Stuart
W. Thur
E. Wong
R. Zager
J. Zbasnik
F. Zucca

L. Moxon
R. Pepe
B. Phillips
A. Robinson

M. Sibony
L. Tamura
J. Tanamachi
G. Vierra



Facts and Figures 109

Facts and Figures

Using the Advanced Light Source

The ALS, a Department of Energy national user facility, welcomes
researchers from universities, industry, and government laboratories.
Qualified users have access either as members of participating research teams
(PRTs) or as independent investigators. PRTs (groups of researchers with
related interests from one or more institutions) construct and operate beam-
lines and have primary responsibility for experiment endstation equipment.
They are entitled to a certain percentage of their beamline’s operating time
according to the resources contributed by the PRT. Through a peer-reviewed
proposal process, the remaining beamtime is granted to independent investi-
gators, who may provide their own endstation or negotiate access to a PRT-
owned endstation.

The ALS does not charge users for beam access if their research is nonpro-
prietary. Users performing proprietary research are charged a fee based on full
cost recovery for ALS usage. All users are responsible for the day-to-day costs
of research (e.g., supplies, phone calls, technical support).

The nominal operating energy of the ALS storage ring is 1.9 GeV,
although it can run from 1.0 to 1.9 GeV, allowing flexibility for user opera-
tions. At 1.9 GeV, the normal maximum operating current is 400 mA in
multibunch operation. The spectral range of undulator and wiggler beam-

lines extends from photon energies of roughly 5 eV to
21 keV. Bend magnets produce radiation from

the infrared to about 20 keV.
The ALS is capable of accommodating
approximately 55 beamlines and more

than 100 endstations. The first user
beamlines began operation in
October 1993, and there were 28
operating beamlines, with several
more under construction, by the
end of 1999.
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Materials Science,
Spectromicroscopy
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Materials Science
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and Materials Science 
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Crystallography
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Visible and Infrared
Spectroscopy and Microscopy,
Ultraviolet Photoluminescence
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4.0.1-2

5.0.2

7.3.1.1

7.3.3

Insertion Device
Beamlines

Operational

Bend Magnet
Beamlines

Operational

1.4.2
1.4.11.4.3

U10

5.0.1

U8
10.0.1

3.3.2

Deep-Etch X-Ray
Lithography (LIGA)

5.3.2

5.0.3
5.3.1

Femtosecond
Phenomena

Coherent Optics

Construction

Construction

7.3.1.2
High-Resolution
Zone-Plate
Microscopy

Polymer STXM

Calibration and Standards; 
EUV/Soft X-Ray Optics Testing; 
Atomic, Molecular, and 
Materials Science; 
Solid-State Chemistry

Surface and 
Materials Science,
Spectromicroscopy Micro X-Ray Diffraction,

Micro X-Ray Absorption Spectroscopy,
Femtosecond X-Ray Diffraction and
Spectroscopy, Hard X-Ray Optics Testing

Chemical Reaction Dynamics,
Photochemistry, High-Resolution
Photoelectron and Photoionization
Imaging and Spectroscopy

High-Resolution Atomic, Molecular,
and Optical Physics; Photoemission
from Highly Correlated Materials

X-Ray Fluorescence Microprobe

Magnetic Microscopy and
Spectromicroscopy Surface and Materials Science,

Micro X-Ray Photoelectron
Spectroscopy
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ALS Beamlines*

Beamline

BTF

1.4.1
1.4.2

1.4.3

3.1
3.3.2
4.0.1-2

5.0.1
5.0.2

5.0.3
5.3.1
5.3.2
6.1.2
6.3.1

6.3.2

7.0.1

7.3.1.1
7.3.1.2

7.3.3

8.0.1

9.0.1
9.0.2

9.3.1
9.3.2
10.0.1

10.3.1
10.3.2

11.3.2
12.0.1

Source

ALS linac

Bend magnet
Bend magnet

Bend magnet

Bend magnet
Bend magnet
EPU5 Elliptical
polarization
undulator
W16 Wiggler
W16 Wiggler

W16 Wiggler
Bend magnet
Bend magnet
Bend magnet
Bend magnet

Bend magnet

U5 Undulator

Bend magnet
Bend magnet

Bend magnet

U5 Undulator

U10 Undulator
U10 Undulator

Bend magnet
Bend magnet
U10 Undulator

Bend magnet
Bend magnet

Bend magnet
U8 Undulator

Areas of Research/Techniques

Beam Test Facility

Ultraviolet photoluminescence
Visible and infrared Fourier transform spectroscopy

Infrared spectromicroscopy

Diagnostic beamline
Deep-etch x-ray lithography (LIGA)
Magnetic spectroscopy

Monochromatic protein crystallography
Multiple-wavelength (MAD) and 
monochromatic protein crystallography
Monochromatic protein crystallography
Femtosecond phenomena
Polymer STXM
High-resolution zone-plate microscopy
Calibration and standards, EUV/soft x-ray optics testing, solid-
state chemistry
Calibration and standards; EUV optics testing; atomic, molecular,
and materials science
Photoelectron spectroscopy and imaging (SPEM)
Absorption-contrast near-edge x-ray absorption fine structure
imaging (STXM)
High-resolution, angle-resolved photoelectron spectroscopy
(UltraESCA)
Fluorescence spectroscopy
Magnetic microscopy, spectromicroscopy
Surface and materials science, micro–x-ray photoelectron
spectroscopy
Micro–x-ray diffraction; micro–x-ray absorption spectroscopy;
femtosecond laser-driven x-ray diffraction and absorption
spectroscopy; hard x-ray optics testing
X-ray photoelectron spectroscopy, angle-resolved photoelectron
spectroscopy, near-edge x-ray absorption fine structure
spectroscopy
Soft x-ray fluorescence, near-edge x-ray absorption fine structure
spectroscopy
Coherent optics experiments
Chemical reaction dynamics, photochemistry
High-resolution photoelectron and photoionization spectroscopy
Photoelectron and photoionization imaging and spectroscopy
Atomic, molecular, and materials science
Chemical and materials science, circular dichroism, spin resolution
Photoemission from highly correlated materials
High-resolution atomic and molecular electron spectrometer
Electron spin polarization analysis
Photoionization of ions: cross-section and excitation spectrum
measurements
X-ray fluorescence microprobe
X-ray optics development, materials science

Inspectrion of EUV lithography masks
Surface and materials science, spectromicroscopy
EUV optics testing, interferometry, coherent optics
EUV optics testing, interferometry, coherent optics

Energy Range

50 MeV 
(electrons)
1.6–6.2 eV
0.002–3 eV
(15–25,000 cm–1)
0.05–1 eV
(450–10,000 cm–1)
200–280 eV
1–20 keV
60–1800 eV

12.4 keV
3.5–14 keV

12.4 keV
0.1–12 keV
150–650 eV
300–800 eV
500–2000 eV

50–1300 eV

200–800 eV
180–900 eV

60–1200

50–1200 eV
175–1500 eV
175–1500 eV

1.8–14 keV

65–1400 eV

65–1400 eV

200–800 eV
5–30 eV
5–30 eV
5–30 eV
2.2–6 keV
30–1500 eV
17–340 eV
17–340 eV
17–340 eV
17–340 eV

3–20 keV
3–20 keV

50–1000 eV
95&130 eV
60–320 eV
60–320 eV

Monochromator

None

0.5 m, single grating
Interferometer

Interferometer

Mirror/filter
None
Variable-
included-angle PGM

Curved crystal
Double crystal

Curved crystal
Double crystal
SGM
Zone-plate linear
VLS-PGM

VLS-PGM

SGM
SGM

SGM

SGM
SGM
SGM

White light, two or
four crystal

SGM

SGM

None
None
Off-plane Eagle
Off-plane Eagle
Double crystal
SGM
SGM
SGM
SGM
SGM

White light, multilayer
White light, four
crystal
VLS-PGM
VLS-PGM
VLS-PGM
VLS-PGM

Available

Now

Now
Now

Now

Now
Now
Now

2000
Now

2000
2000
2000
Now
Now

Now

Now
Now

Now

Now
Now
Now

Now

Now

Now

Now
Now
Now
Now
Now
Now
Now
Now
Now
Now

Now
Now

Now
Now
Now
Now

* This table is valid as of January 2000.The most current information on ALS beamlines is available on the World Wide Web (http://www-
als.lbl.gov/als/als_users_bl/bl_table.html).
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ALS Storage Ring Parameters

ALS Insertion Device Parameters

Device Beamline Status Energy Range Energy Range Period Number of Operating Peak Effective 
(at 1.5 GeV) (at 1.9 GeV) Length Periods Gap Range Field Range

U5 Undulator 8.0 Operational 130–1900 eV 210–3000 eV 5.0 cm 89 1.4–4.5 cm 0.46–0.10 T

U5 Undulator 7.0 Operational 50–1900 eV 80–3000 eV 5.0 cm 89 1.4–4.5 cm 0.85–0.10 T

U8 Undulator 12.0 Operational 18–1200 eV 30–1900 eV 8.0 cm 55 2.5–8.3 cm 0.80–0.07 T

U10 Undulator 9.0 Operational 5–950 eV 8–1500 eV 10.0 cm 43 2.4–11.6 cm 0.98–0.05 T

U10 Undulator 10.0 Operational 8–950 eV 12–1500 eV 10.0 cm 43 2.4–11.6 cm 0.80–0.05 T

EPU5 Elliptical 4.0 Operational 60–1000 eV* 100–1500 eV* 5.0 cm 37 1.45–5.5 cm 0.79–0.10 T
Polarization (vertical field)
Undulator 0.54–0.10 T 

(horizontal field)

W16 Wiggler 5.0 Operational 5–13 keV 5–21 keV 16.0 cm 19 1.4–18.0 cm 0.03–2.1 T

* Elliptical polarization mode

Parameter Value
Beam particle electron
Beam energy 1.0–1.9 GeV
Injection energy 1.0–1.5 GeV
Beam current

multibunch mode 400 mA
two-bunch mode 2 × 30 mA

Filling pattern (multibunch mode) 272 bunches (variable)
possibility of 10-mA "camshaft" bunch in filling gap

Bunch spacing
multibunch mode 2 ns
two-bunch mode 328 ns

Circumference 196.8 m
Number of straight sections 12
Current number of insertion devices 7
Radio frequency 499.664 MHz
Beam size in straight sections, rms 250 microns horiz. × 20 microns vert. at 1.9 GeV
Natural emittance 5.5 nm-rad at 1.9 GeV
Energy spread (∆E/E, rms) 8 x 10–4 at 1.9 GeV

Parameter Value at 1.5 GeV Value at 1.9 GeV
Beam lifetime

multibunch mode* ~4.0 hours at 400 mA ~6.0 hours at 400 mA†

two-bunch mode not used ~1.0 hour at 40 mA
Horizontal emittance 3.5 nm-rad 5.5 nm-rad
Vertical emittance‡ 0.3 nm-rad 0.2 nm-rad 

*In multibunch mode, the storage ring is typically filled every six hours or as requested by our users.
†Using two of the third-harmonic cavities to increase the bunch length by 30–50%.
‡Vertical emittance is deliberately increased to improve beam lifetime.
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1999 Publications

Beamline 1.4 

Byrd, J.M., M.C. Martin, and W.R. McKinney,
“Observing beam motion using infrared interferometry,”
in Proceedings of the 1999 IEEE Particle Accelerator
Conference (New York, March 27–April 2, 1999).

Effey, B., “Neutron inelastic scattering from selenium-
arsenic-germanium glasses,” Ph.D. thesis, Ohio
University, 1999.

Ghosh, U., R. Luthy, S. Gillette, R. Zare, and J. Talley,
“Bioremediation technologies for polycyclic aromatic
hydrocarbon compounds,” in In Situ and On-Site
Bioremediation, Proceedings of The Fifth International
Symposium (San Diego, April 19–22, 1999).

Ghosh, U., R.G. Luthy, J.S. Gillette, R.N. Zare, and J.W.
Talley, “Microscale characterization of PAH sequestration
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the ALS, contact

Gary Krebs
User Services Group Leader

Advanced Light Source
Lawrence Berkeley National Laboratory

MS 6-2100
Berkeley, CA 94720
Tel: (510) 486-7727
Fax: (510) 486-4773

Email: gfkrebs@lbl.gov

For all other information 
concerning the ALS, contact

Bernadette Dixon
ALS User Services Office Administrator

Advanced Light Source
Lawrence Berkeley National Laboratory

MS 6-2100
Berkeley, CA 94720
Tel: (510) 486-7745
Fax: (510) 486-4773

Email: alsuser@lbl.gov
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Annette Greiner
Elizabeth Moxon

Arthur L. Robinson

D E S I G N , L AYO U T, P H OTO G R A P H Y:

Berkeley Lab’s Technical and
Electronic Information Department (TEID)

The editors gratefully acknowledge the ALS users and staff for their contributions, advice, and patience.

F O R  M O R E  I N F O R M A T I O N

ALS home page: www-als.lbl.gov
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