
Fr om sentences t o sequences
Recently, efforts to create art ificially 
generated text using so-called ?chatbots? 
have grown increasingly sophist icated, 
rapidly progressing to the point where, 
given prompts for topic and style, a 
natural-language ?AI? can produce credibly 
writ ten output. Now, scient ists have 
adapted this approach to generate art ificial 
proteins? specifically, ant ibacterial 
enzymes called lysozymes. 

Selected AI-designed lysozymes were 
synthesized and tested, and one structure 
was validated through protein 
crystallography at the ALS. In laboratory 
tests, some of the enzymes worked as well 
as those found in nature, even when their 
art ificially generated amino-acid 
sequences diverged significant ly from any 
known natural protein.

The experiment demonstrates the ability of 
natural-language models to capture at 
least some of the principles of biology. This 
new technology will energize the 50-year-
old field of protein engineering by speeding 
the development of new proteins for 
almost anything from therapeutics to 
degrading plast ic.

Lear ning t he language 
of biology
The AI used here, called ProGen, was 
developed by Salesforce Research to read 
and compose text. So-called ?large 
language models? such as ProGen are 
trained on extremely large sets of writ ing 
samples. They pick the next word in a 
sentence based on a stat ist ical analysis of 
word sequences in its training dataset. The 
larger the database, the better the results. 

Addit ionally, style tags associated with the 
desired output (e.g., polit ics or sports) can 
help the AI narrow the search for the best 
word in a given context.

A key insight of the Salesforce team was 
that proteins can be represented as a 
language made up of amino acids? the 20 
molecules that make up every protein. 
They adapted ProGen to predict the 
probability of the next amino acid given the 
past amino acids in a raw sequence, with no 
explicit  structural information or pairwise 
coevolut ionary assumptions. To fine-tune 
its predict ions, ProGen uses control tags 
covering things like protein family, 
molecular funct ion, or biological process, 
which are available for a large fract ion of 
sequences in public protein databases. 

Scient i f ic 
Achievement
Researchers used an art ificial 
intelligence (AI) algorithm, similar to 
those used in natural-language 
(?chatbot?) models, to design a 
funct ional protein that was then 
structurally validated at the 
Advanced Light Source (ALS).

Signi f icance 
and Impact
The work could speed the 
development of novel proteins for 
almost anything from therapeutics 
to degrading plast ic. 

The first  documented st ructure of a funct ional art ificial protein fully designed by AI: an 
ant ibacterial enzyme.

Chatbot -St yle AI  Designs Novel 
Funct ional Pr otein
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AI passes another  t est
After being trained on a database of 280 
million protein sequences, ProGen was 
asked to generate a completely new 
lysozyme. Of the million designs generated 
by the model, 100 promising candidate 
sequences were selected for real-world 
synthesis and study. Seventy-five of those 
displayed the desired ant ibacterial act ivity. 
Two were comparable in act ivity to a 
natural enzyme found in the whites of 
chicken eggs (known as hen egg white 
lysozyme, or HEWL). Similar lysozymes 
are found in human tears, saliva, and milk, 
where they defend against bacteria and 
fungi. Measured with x-ray crystallography 
at ALS Beamline 8.3.1, the atomic structure 
of one of the art ificial enzymes looked just 
as predicted, even though its sequences 
were like nothing seen before.

In the near future, this process could be 
used to design highly tailored proteins 
with desired propert ies, such as the ability 
to bind to another molecule or the ability 
to operate at high temperatures, allowing 
the quick development of t reatments for 
diseases or enzymes for industrial and 
environmental applicat ions. More broadly, 
the work opens many new doors for 
ut ilizing state-of-the-art  AI language 
modeling technology for accelerat ing 
protein engineering.
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Similar to a condit ional AI language model for English that  can generate novel text  on different  
topics, ProGen can generate protein sequences for different  protein types based on user-entered 
control tags.


	23-ALS-1117 ALS Science Highlights March 2023 - 480 Madani
	New Page
	New Page


